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Executive Summary

This is a state-of-the-art report on Research and theory in "Naturalistic Decision Making"
(NDM) with respect to contributions to and prospects for military applications. NDM is a
community of practice which has focused on the study of proficient human decision making in
circumstances that involve high stress, and high-risk, uncertainty, and information overload. The
major accomplishments of the NDM paradigm implied that there would be value in an
integrative report aimed at aligning NDM research with the emerging threats, trends and
challenges that currently confront military operations. Special emphasis is placed on orienting
our nation's resources in the field of cognitive systems engineering to address the challenges
expressed by the Human Systems Priority Steering Council. Participants at that meeting were
asked to envision ways in which the NDM paradigm can be applied to address current and
emerging national, international, and societal challenges:

Anticipating and adapting to climate change,

Rapidly and effectively responding to emergencies and natural disasters,
Countering the spread of radicalism and coping with new forms of regional conflict,
Rapidly and effectively responding to epidemics,

Making good decisions in a world of cyber threats,

Engaging in nation building,

Protecting utilities, food supply, and infrastructure,

Helping policy makers and leaders make good decisions on matters of complexity,
Providing education and health services in distressed nations and regions.

VVVVVYYVYVYVY

An Appendix in this Report is a synopsis of the origins and core methodology of the NDM
paradigm. An Appendix in this Report presents the papers presented at the 2015 International
Meeting on Naturalistic Decision Making.



Motivation for the Meeting and This Report

Department of Defense Programs such as the "Combating Terrorism Technical Support
Office, the Air Force's "New Optimization and Computational Paradigms for Design under
Uncertainty of Complex Engineering Systems" (AFOSR), the Navy's "Future Computing and
Information Environment"” (Chief of Naval Operations, 2012) and the Army's "Core
Competency" programs in decision sciences and human-system integration (ARL) converge on
the need for robust methods for information analysis and decision making in circumstances
involving problems that are complex and emergent. There is a need for all operational systems
and work methods to be adaptive, for coping with unforeseen and dynamic situations. There is a
need for automated systems that are resilient.

The 2012 Report to the Assistant Secretary of Defense (Research and Engineering) of the
Human Systems Priority Steering Council (Tangney, 2012) lists a number of research focus areas
for Joint Forces:

* Improved information Sharing,

* Improved strategic decision making,

» Intelligence Analysis for complex, evolving threats,

*  Support for adaptive planning.

* Interactive information displays that adapt to changing needs,

»  Models of the decision space that include models of context,

* Automation that supports intuitive interaction,

* Automation that acts as a partner in human-machine analysis teams,

* Automation that creates and maintain representations of users' beliefs, percepts, goals,
intentions, and obligations.

The path forward for the creation of such adaptive and resilient automated human-
machine work systems is being charted by researchers in the area of Cognitive Systems
Engineering, and especially researchers in the area of "Naturalistic Decision Making." These
individuals have focused on the study of the knowledge and skills of by experts that allow them
to perform with high efficiency when confronted by tough tasks. NDM research has provided
invaluable empirical methods and new theories and models.



Background

Origins of the Naturalistic Decision Making Paradigm

In the mid-1980s, Gary Klein and his colleagues conducted a series of studies on
professional firefighting (Calderwood, Crandall, and Klein, 1987; Klein, Calderwood, and
Clinton-Cirroco, 1986). They developed a cognitive task analysis procedure now called the
Critical Decision Method. Since then, the method has been widely used, and with considerable
success in revealing the cue patterns that military experts perceive, their reasoning strategies, and
the knowledge and skills that distinguish experts from non-experts. The method has been applied
in domains as diverse as neonatal intensive care, military command and control, and operations
planning and logistics.

These and subsequent findings motivated an evolving paradigm that called itself
"Naturalistic Decision Making." This was meant to distinguish a new community of practice
from an existing paradigm that had been called “Judgment and Decision-Making” (JDM).
Having an origin in the psychology of economic decision making, JDM research tended to
involve studies conducted in the academic laboratory using college students as subjects and
typically using simplified and rather artificial reasoning tasks. NDM contrasted itself by the
study of experts engaging in cognitive work in the "real world."

NDM as a community of practice began with a first conference in 1989 in Dayton Ohio,
at which a group of researchers who were studying different professional domains found a
common and distinctive set of goals and methods. The shared motivation was to study the
decision making by domain experts working at challenging tasks that that are dynamic, ill-
structured, and high-stakes (Orasanu and Connolly, 1993). As Gary Klein described it in 1989:

The field of JDM has concentrated on showing the limitations of
decision makers — that they are not very rational or competent.
Books have been written documenting human limitations and
suggesting remedies: training methods to help us think clearly,
decision support systems to monitor and guide us, and expert
systems that enable computers to make the decisions and avoid
altogether the fallible humans... Instead of trying to show how
people do not measure up to ideal strategies for performing tasks,
we have been motivated by curiosity about how people perform
well under difficult conditions (1998, p. 1).

The origins and accomplishments of NDM are presented in more detail in Appendix A.

Goals of NDM Research

NDM researchers have studied reasoning in uncertain and dynamic environments,
reasoning in situations where goals come into conflict, reasoning under stress due to time
pressure and high risk, and team or group problem-solving (see for example, Flin, Salas, Strub
and Martin, 1997; Hoffman, 2007; Schraagen, Militello, Ormerod, and Lipshitz, 2007
Montgomery, Lipshitz, and Brehmer, 2005; Mosier and Fischer, 2010; Salas and Klein, 2001;



Schraagen, 2008; Zsambok and Klein, 1997). This research spans a great variety of domains
including piloting, weather forecasting, wildland firefighting, and many others.

A main goal of NDM research is to discover how people actually make decisions in real
situations. The goal is not to mold human decision-making into normative or prescriptive models
(such as utility analysis or the decision-analytic model) (Cohen, 1993). NDM research has
examined the challenges to sensemaking that experts face (e.g., many sources of information,
ambiguous and contradictory information, changing conditions); strategies that experts employ
for discovering and integrating information; technical support and training for knowledge
acquisition.

Methodological Contributions of the NDM Paradigm

A focus of NDM research is on the development and application of cognitive task
analysis methods, to reveal the knowledge and skills of experts, support requirements
engineering, and inform the design of work systems and interfaces (see Crandall, Klein and
Hoffman, 2006). Klein and his colleagues developed a number of methods, in addition to the
Critical Decision Method. These too have come to be widely used—the Knowledge Audit, the
Cognitive Walkthrough, the Pre-mortem technique, and the Decision-Centered Design approach.
These contributions alone make NDM stand out for a significant and far-reaching contribution to
the human, military, and technical sciences.

Theoretical Contributions of NDM

NDM has advanced a number of useful ideas about cognition and reasoning, which have
impacted cognitive psychology generally as well as applied psychology, ergonomics, and
military psychology. The Recognition Primed Decision Making model has been widely applied
and has been instantiated computationally. The Data/Frame Theory of sensemaking is gaining
traction as a robust model that can capture adaptive and resilient reasoning, well beyond the
forms of reasoning for fixed tasks (i.e., normative stage-theoretic models). The Flexecution
Model of Replanning offers a depiction of what actually happens in replanning that is more
faithful to the empirical complexities than other models of planning (see Klein, 2007).

As NDM matured, advances in theory were made as the empirical understanding grew.
Recognizing that NDM, and its paradigm, are by no means focused exclusively on decision
making, researchers have studied a variety of high-level cognitive processes such as mental
model formation, mental projection to the future, re-planning, coordinating, and maintaining
common ground. In recognition of this, a new distinction has been drawn between
"microcognition”" and "macrocognition" (Klein, Moon and Hoffman, 2006; Klein et al., 2003).
These are complementary, with the former focusing on issues of concern in the traditional
psychology laboratory (e.g., short-term memory decay, shifts of attention), and the latter
focusing on cognition in real world contexts. The microcognitive approach is most appropriate
for probing cognition at the millisecond level of causation, rather than in the larger context of on-
the-job performance. The designation of the paradigm as Macrocognition is based on an
appreciation of two key ideas:

1) Decision-making in real-world contexts is not a single process, but comes in a variety of
forms involving differing strategies and differing sequences of mental operations,



2) The effects of context and the important role of sensemaking in problem-solving in real-
world situations mean that for the analysis of expert decision making in any given
domain one will likely need multiple models, and multiple kinds of models.

A detailed discussion of the history and accomplishments of NDM is presented in
Appendix A.

Synopsis of the History of the NDM Conferences

The International Conferences on Naturalistic Decision Making have been held every other year,
alternating between North America and Europe. The meetings have been consistently supported
by the U.S. Air Force (Air Force Research Laboratory), U.S. Army (Army Research Laboratory,
Army Research Institute), and the U.S. Navy (Office of Naval Research). Additional support has
come from NASA (Ames Research Center), The European Office of Aerospace Research, the
Dutch Ministry of Defense, TNO Defence, Security and Safety, Verzonden van mijn Android-
telefoon via Symantec TouchDown, The United Kingdom Ministry of Defence, the Netherlands
Ministry of Defence, The Association pour le Recherche en Psychologie Ergonomique et
Ergonomie, the Human Factors and Ergonomics Society, The University of Aberdeen, the
University of Central Florida, San Francisco State University, the University of West Florida,
Middlesex University, Aix-Marseille University-the Provence-Alpes Cdte d'Azur Region, and
from a number of private sector partners, including Aptima, Inc, Charles River Analytics,
Cognitive Performance Group LLC, Chi Systems, Macrocognition LLC, MITRE, The Regional
Centre for Human Factors-PEGASE Industrial Consortium, ADIMI, the British Computer
Society, and the Institute for Human and Machine Cognition.

¢ The First NDM meeting, held in Dayton Ohio in 1989, was relatively small, consisting of
researchers who had discovered a shared interest in "real world" decision making on the
part of professionals in diverse domains. The primary product was the edited volume
Decision Making in Action: Models and Methods (G. Klein, J. Orasanu, R. Calderwood,
and C. Zsambok, Editors, 1993).

* The Second NDM Conference was also held in Dayton Ohio, in 1994. The primary

product was the edited volume, Naturalistic decision making. (C. Zsambok and G. Klein,
Editors, 1997).

* The Third NDM Conference was held in Aberdeen Scotland in 1996. The primary
product was the edited volume, Decision making under stress: Emerging themes and
applications (R. Flin, E. Salas, M. Strub, and L. Martin, Editors, 1997).

* The Fourth NDM Conference was held in Warrington Virginia in 1998. The primary

product was the edited volume, Linking expertise and naturalistic decision making. (E.
Salas and G. Klein, Editors, 2001).



* The Fifth NDM Conference was held in Stockholm Sweden in 2000. The primary
product was the edited volume, How professionals make decisions. (H. Montgomery, R.
Lipshitz, and B. Brehmer, Editors, 2005).

* The Sixth NDM Conference was held in Pensacola Florida in May 2003. The primary
product was an edited volume titled Expertise Out of Context (R. Hoffman Editor, 2007).

* The Seventh NDM Conference was held in Amsterdam The Netherlands in 2005. The
primary product was an edited volume titled Naturalistic decision making and

macrocognition. (J.M. Schraagen, L.G. Militello, T. Ormerod and R. Lipshitz, Editors,
2007).

* The Eighth NDM Conference was held in Pacific Grove California in 2007. The primary
product was an edited volume titled Informed by Knowledge: Expert Performance in
Complex Situations (K.L. Mosier and U. M. Fischer, Editors, 2010).

* The Ninth NDM Conference was held in London England in 2009. The primary produce

was the CD, "Proceedings of the 9th Bi-annual international Conference on Naturalistic
Decision Making" (W. Wong and N. Stanton, Editors, 2009).

* The Tenth NDM Conference was held in Orlando Florida in 2011. The primary product
was the CD, "Proceedings of the 10th International Conference on Naturalistic Decision
Making (NDM 2011)" (S. Fiore, Editor).

* The Eleventh NDM Conference was held in Marseille France in 2013. The primary
product was the CD "Proceedings of the 11th International Conference on Naturalistic
Decision Making (NDM 2013)" (H. Chaudet, L. Pellegrin and N. Bonnardel, Editors).

* The twelfth NDM Conference, titled "NDM 2015," was held in McLean, VA. this report
is the first primary produce from this most recent NDM meeting.

The NDM meetings have highlighted presentations for leading scientists and researchers,
including Nobel Award winners. The meetings have always highlighted presentations by
individuals who bring in fresh perspectives that present views that are complementary to, and
sometimes opposed to the NDM stance. These presentations by "welcomed outsiders" have
helped to continually reinvigorate the NDM movement and extend its horizons.

The primary products from these meetings have presented research and theory resulting from
studies in diverse professional domains, such as fire fighting, health care, offshore oil
production, manned space systems, aviation, business management and leadership, human
resources and personnel management, criminal justice, professional sports. Topics have included
much more than decision making, about a broad spectrum of cognitive work activities including
teamwork, cross-cultural understanding, knowledge management, training, and cognitive task
analysis methodology. A particular focus in all the conferences has been military psychology and
military affairs. NDM research has examined decision making, sensemaking, planning,
leadership and other diverse challenges in military activity in areas spanning logistics, command



& control, air operations, UXV control, tactical visualization and decision-aiding, cyberwork,
tactical engagement, coalition and joint operations, and many other topics as well.

About the 2015 Meeting

NDM 2015 was held on 9-12 June 2015, hosted by and held at MITRE Corporation in McLean
VA. It was attended by 87 individuals, including 44 paper presenters, |1 poster presenters, and
the Keynote and Invited Speakers, listed in Table 1.

Table 1. Keynote and Invited Speakers at NDM 2015

SPEAKER

AFFILIATION

ToriC

Scott Tousley

Deputy Director of the Cyber Security
Division, U.S. Department Homeland
Security, Office of Science &
Technology

Challenges for Decision
Making in Cyberdefense

Dr. Alvin Roth

Nobel Award Winner, Craig and
Susan McCaw Professor of
Economics at Stanford University and
the Gund Professor of Economics and
Business Administration Emeritus at
Harvard University

Market Design as a Process of
Adjustments

Marvin Cohen, Ph.D.

Principal Investigator, Perceptronics
Solutions

Rethinking NDM

Mr. John Willison,

Director, Command, Power, &
Integration, U.S. Army RDECOM
CERDEC

Information and Knowledge
Management in Systems of
Systems Engineering for cyber
Defense

CAPT Joseph Cohn

Deputy Director, Human Performance
Training and BioSystems Directorate

Representing and Enhancing
Intuitive Decision Making:
From Individuals to Societies:
Progress, Challenges, and
Opportunities for
Representing Behavior

Tom Ormerod, Ph.D.

Head of Psychology at the University
of Sussex, UK

Emerging challenges for
NDM: The Case of Security
Screening

Chris Baber, Ph.D.

Chair of Pervasive and Ubiquitous
Computing, School of Electronic,
Electrical and Systems Engineering,
University of Birmingham, UK

Emerging Challenges and the
"Un-ness" of Events

Simon Henderson

Centre for Cyber Security &
Information Systems, Cranfield
University, UK

Decision Making for
Challenges in Intelligence
Analysis and Cyberwork

Michelle Holko, Ph.D.

Booz-Allen-Hamilton
Presented on behalf of COL Matthew

Dynamic Threats of Emerging
Diseases




Hepburn, DARPA Biological

Technologies Office
Daphne Ladue, Ph.D. | Research Scientist, Center for Decision Making and Climate
Analysis and Prediction of Storms, Change

University of Oklahoma

Jeff Bradshaw, Ph.D. Senior Research Scientist, Institute for | Cyber-Physical Threats in the
Human and Machine Cognition Food Industry: Toward Real-
Time Anticipation, Detection,
Response, and Recovery

David Woods, Ph.D. Integrated Systems Engineering at the | Releasing the Adaptive Power
Ohio State University of Human Systems

NDM 2015 highlighted sessions on methodology, intelligence analysis, cyberwork, safety, and
cultural understanding. the NDM Schedule is presented in Appendix E.

The "Charge' to the Meeting Participants

The "Charge" is presented in the following textbox.

Orienting the NDM Community to Address Emerging Challenges

Major sponsorship for NDM 2015 is coming from the US Department of Defense. Historically, the DoD
has funded many research and development projects that were motivated by the NDM paradigm (see
Klein, et al., 1993). These include the development of technologies and work methods for information
sharing, strategic decision making, and adaptive planning.

Current NDM research and development topics continue to call for NDM inspiration to develop tools,
technologies and work methods that are usable, useful and understandable. There is a growing drive to
create adaptive and resilient human-machine work systems (see Tangney, 2012). NDM-inspired research
will be crucial in achieving these capabilities.

As a Community of Practice, we must envision ways in which the NDM paradigm can be applied to
address current and emerging national, international, and societal challenges:

Anticipating and adapting to climate change,

Rapidly and effectively responding to emergencies and natural disasters,
Countering the spread of radicalism and coping with new forms of regional conflict,
Rapidly and effectively responding to epidemics,

Making good decisions in a world of cyber threats,

Engaging in nation building,

Protecting utilities, food supply, and infrastructure,

Helping policy makers and leaders make good decisions on matters of complexity,
Providing education and health services in distressed nations and regions.

VVVVVVVYVY

These are needs facing humanity at large, but they also have crucial and immediate military implications.
Indeed, they entail new types of missions for armed forces. The challenge of human-system integration
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has historically been a focus of cognitive systems engineering and NDM. But the Emerging Challenges
require that we reach beyond that focus.

We ask all interested NDM participants to compose a short (250-500 word) statement addressing these
questions:

What would it take to motivate and support the NDM community to address the Emerging

Challenges?
What elements of the NDM approach and research paradigm are especially pertinent to the

Emerging Challenges?
How can the existing NDM methodologies and theories be extended so that they apply to

the Emerging Challenges?

A number of the participants provided substantive responses to the Challenges. A synopsis of
those responses is presented next.
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Synopsis of Responses to The Challenges Questions:
"Orienting the NDM Community to Address Emerging Challenges"

A general science that is both grounded in theory and
Jfocused on the applied must simultaneously try to bring the
lab into the world and bring the world into the lab.

This Section of this Report is a synopsis and integration of presentations and discussions of the
"Emerging Challenges" Input for this Report was provided by the Keynote and Invited speakers,
the participants in the two "Emerging Challenges" sessions, and a number of other NDM
attendees and participants.

A focus for NDM 2015 was on how the Emerging Challenges entail new missions and new ways
of working for the Armed Forces and for the government, generally. That being said, the
Emerging Challenges relate to new complexities, dilemmas, and conundrums for the entire Free
World. They impact business, society, and human welfare and safety. All sectors must respond to
the changing nature of new forms of conflict and to global uncertainties of environmental
disaster, emergencies, climate change, terrorist attack, and the ever-expanding threats and risks
associated with cyber crime and cyberwar. Emerging Challenges necessarily involve multi-
agency and multi-Department response, at a scale that exceeds current mechanisms and practice,
i.e., from emergency services to local and State and national government to international
government and multi-national organizations and agencies. Emerging Challenges involve the
pursuit of multiple goals (rather than a single, well defined mission objectives) and the goals
could be poorly defined, uncertain, and conflicting.

Emerging Challenges can be characterized by their ‘un-ness’ (Hewitt, 1983):

Unexpected: Indicating problems in the ways in which events can be predicted, primarily
in terms of when they will occur but also in terms of where they will occur.

Unprecedented: Indicating problems in the knowledge-base relating to such events, and
the prior experiences that could be brought to bear in dealing with these events.

Unmanageable: Indicating problems in defining and resourcing response to the events.

The NDM community should be able to make significant contributions to Emerging Challenges,
such as rapidly and effectively responding to emergencies and natural disasters, countering the
spread of radicalism, rapidly and effectively responding to epidemics, making good decisions in
a world of cyber threats, helping policy makers and leaders make good decisions on matters of
complexity, helping to cushion the retirement of the baby boomer generation and the loss of
expertise that it entails, and so forth. While there was a consensus at NDM 2015 that NDM
researchers have been and are continuing to engage more in research that pertains to the
Challenges, a number of recommendations have been presented to accelerate the applications of
NDM to the emerging challenges.
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What would it take to motivate and support the NDM community to address the Emerging
Challenges? While the NDM community has a strong tradition on military-related work, it is
both possible and necessary to encourage non-military work, e.g., in terms of considering
disaster relief and crisis management. Supporting (funding) the NDM community will be
problematic given that all resources are stretched. This is not due solely to constraints on
budgets, however, but more with the niche in which NDM exists. As a community, NDM spans
across several disciplines. While research funders claim to support ‘inter-disciplinary’ work,
their interpretation of ‘inter-disciplinary’ tends to be a stove-piped project team with ‘specialists’
in discrete areas, believed to be working together but primarily "doing their own thing" and
occasionally coming together to integrate results. This is fundamentally different from an area
such as NDM, in which researchers and research teams have to work closely in an inter-
disciplinary and interdependent manner in order to address practical, real-world problems. This
either means changing the perception of the research funders (so that they have a different view
of the terms they are using) or changing the ways in which NDM researchers define their
discipline and the ways in which they team with other disciplines.

What elements of the NDM approach and research paradigm are especially pertinent to these
Emerging Challenges? NDM is concerned with how decisions are made in "real" (as opposed to
laboratory) settings. This means that NDM has a tradition of responding to the messy, chaotic
and ambiguous nature of real settings and events. While there are other areas that can lay claim
to similar experiences, NDM offers a further benefit in the desire to produce generalizable
observations and theories that translate across settings. Thus, rather than solving single problems
with single solutions, NDM has the potential to develop broader, cross-problem solutions.

How can the existing NDM methodologies and theories by extended so that they apply to the
Emerging Challenges? For emerging challenges such as epidemics, disaster response, and threat
to the food supply and to utilities, NDM needs to develop better theories and models to address
collaborative response (particularly across very large groups with different working practices,
agenda and information needs).

Moving Beyond the Study of Domain Experts

NDM has historically focused on the study of individuals who possess expert level knowledge
and skill. The study of such individuals is crucial since it serves as a benchmark for performance.
There are important reasons, however, to study the entire proficiency scale:

1). Arguably, the military needs highly trained and skilled individuals (experts) in selected
domains (pilots, cyberworkers, etc.). On a broad scale and considering the huge variety of
military jobs and tasks, the military needs journeymen, that is, individuals who are capable of
doing competent work unsupervised.

2). While expertise may be a goal, ideal, or benchmark, one cannot fully understand the endpoint
(superior knowledge and skill) without knowing how it develops. Both in the community of
NDM and in the training community, we currently have insufficient knowledge of exactly what
happens in the transition from senior apprentice to junior journeyman, and the transition from
senior journeyman to junior expert. Methods of accelerated learning have been proposed, and
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there are cases of successful acceleration (see Hoffman, et al., 2014). However, training must be
informed by NDM research, and said research must look at the cognitive features of individuals
who are at proficiency levels other than expert. Another significant training issue is mentoring
(Hoffman and Ward, 2015). We currently have no empirically-validated and robust method for
identifying individuals who might become good mentors, or for developing career tracks for
selected individuals who might be come expert mentors as well as domain experts.

3). Laypersons and individuals of all walks of life make decisions concerning challenges such as
epidemic outbreaks and severe weather. This was illustrated at NDM 2015 by the case of the
tornado outbreak in Oklahoma in summer 2014. The National Weather Service accurately
predicted tornados on a particular day, leading to evacuations with positive result—no loss of life
although there was significant property damage. On the next day, similar warnings were issued.
The credibility and actionability of the previous day's warnings were on everyone's mind, and so
on the second day of the outbreak more people responded. The net effect was that regional
highways quickly became parking lots, putting a great many people at risk. What had happened?
Upon hearing of the tornado warning, and thinking it highly credible due to the previous day's
events, many people decided that the first thing to do was to gather their families together, which
meant driving (i.e., from work to home, from home to school to pick up the kids, etc.). This
event signalled a few things for the National Weather Service: (a) the need for weather
forecasters to integrate their forecasting with the emergency responders and (b) the need for the
National Weather service to place renewed emphasis on social-behavioral research aimed at
understanding how weather information impacts the reasoning and decision making of
laypersons.

NDM should shift from studying experts to studying everyone. At NDM 2015, participants
presented a number of interesting examples of "naturalistic" (that is, real world) decision making
on the part of lay persons. For example, airport security authorities in the UK determined that
more security breeches involved individual carrying British passports than Lebanese passports.
The reason was that individuals with malicious intent thought it less likely they would be singled
out for interrogation if they carried a British passport. Another problem that was discovered was
that in interrogating passengers the security screeners were doing almost all the talking and the
interviewee passenger merely has to answer "yes" or "no" to questions. In other words the
deception detection strategy being employed was nearly useless.

Another example came from emergency response. During an emergency (e.g., a bombing in a
public place) how the police wanted to engage in crowd control and in cordon and search
differed from how the fire department wanted to engage in crowd control. Police, public
transportation authorities, fire departments, health care responders, etc. all declared different
kinds of emergencies at the same places but at slightly different times. The lack of
interoperability resulted in significant delays in progress for all the stakeholders. Thus,
circumstances in which there are multiple agency/actor teams with differing goals,
responsibilities and activities are a potentially fruitful area for application of the NDM paradigm
and this is agnostic to whether any or even all of the individuals in the distinct agencies are
experts.
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4). Whether domain expert or not, decision making is constrained by the pragmatics of
circumstance and by motivations. One NDM participant offered this anecdote:

On a recent flight, | realized | was having a medical problem and was
feeling dizziness. Absent any idea of what was wrong, | could not
suggest anything to the cabin crew. A common problem is passenger
alcohol intoxication but the cabin crew would have known that I'd had
no alcohol in-flight. Ebola was in the news and the "scare" was at its
peak. While | had been nowhere | could possibly contract Ebola, the
cabin crew did not ask. | would have had a fever if Ebola or some other
nefarious, infectious ailment, but the cabin crew did not ask about a
fever. So | was surprised when | was met at the gate by a wheelchair
person who was expecting someone who was intoxicated.
Presumably, the crew had advised the authorities that | was ill because
of intoxication to ensure they did not have to hold passengers and
themselves on the airplane until | was cleared. So, that is a problem,
right? How are we ever going to solve a problem like this spread of
infectious disease if responsible parties cut corners or make wrong
decisions for their own convenience?

The moral here is the importance of non-expert decision making. Whether thought of in terms of
so-called "cognitive biases," in terms of contextual influences, self-serving motivations, or other
determinants, the "naturalistic" study of decision making of all sorts and in all situations is not
only wide open for study using the NDM paradigm (Hoffman and Yates, 2005), but is a focus
point for potentially important research that relates directly to many of the Emerging Challenges.

This being said, there is still much of importance that we do not know about expertise. For
example, we lack a methodology and theoretical foundation for calculating and measuring the
value of expertise, from the standpoint of business or government enterprises. What is the cost of
the loss of expert knowledge, and how can that be calculated? Such questions are crucial given
the immanent retirement of the "boomer" generation and the consequent "grey tsunami of lost
expertise (see Hoffman and Hanes, 2003: Hoffman, et al., 2008). One participant at NDM 2015
commented:

NDM has helped me guiding different companies (Nutrition, Energy,
Construction) to keep knowledge and expertise of older employees
within the company. It created an environment with more sharing of
information and development of an open structure. Better
communication between experts and apprentices has been
established. In general performance of employees increased with 15 -
20%.

Just as the Emerging Challenges can be described by their "Un-ness," the opportunities for the
study of "real world" decision making can be descripted by their "multi-ness": Multiple partners,
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multiple options, multiple dilemmas, multiple domains, multiple initiatives, multiple goal
conflicts, and multiple responsible actors.

How Can NDM Methodologies be Extended to Apply to the Emerging Challenges?

Almost every aspect of the NDM research paradigm is pertinent to addressing the Challenges.
NDM research methods should apply across all stages of research, including: analyzing and
making sense of the research questions and goals, conceptualizing solutions and research plans,
evaluating solutions, implementing solutions, evaluating impact, learning lessons, and shaping
future research. Foundations for such activities cold be established first, including the following
activities:

(1). Application of CTA methods for eliciting expertise of experts and stakeholders in the
Challenge areas (emergency response, cyber, response to severe weather, etc.) Such expertise
could potentially help articulate the nature of the challenges better to the broader NDM
community, and also support the development of support approaches. Key uses may include
unpacking specific challenge dimensions in a form that can be compared across similar
dimensions in other challenge domains, to bring-out the generic and pervasive dimensions of the
challenge set.

(2) Setting the stage now for a capacity to capture success stories and best practice in NDM
research specifically in the Challenge areas, identifying analogs of the challenge components,
and seeing which wheels need not be reinvented.

(3). Establish education and training to empower others to apply the NDM paradigm and
methodology to solve problems locally (and thus not be dependent on ‘NDM consultants®). This
will require the development of education and training in the theory and practice of NDM and
CTA, and the means for delivering this to others (including to those at the sharp end who are
affected by these challenges) such that they can think about their problems in meaningful ways,
and develop their own solutions.

Focused cross-domain and cross-discipline teams might be established to address specific parts
of the Challenges by applying NDM methodology. Where specificity may arise is when NDM
methods become aligned, coordinated or integrated with specialised technical capabilities
tailored to some particular aspect of a Challenge. For example:

Visualization

* Visualization of complex systems, and the impact of human sensemaking and behaviour on
physical and social systems. Anticipating and exploring potential futures, branches and sequels.
Managing information overload and rapid information evolution for operators using these
visualizations.

* HCI design methods that support visualization, data manipulation and exploration, perception
of relationships and patterns, mental modeling, and moving such structures to other technical
systems for additional analysis.

* Enhanced tools for Concept Mapping, for representing and communicating complex problems
and solutions. Enhancement may include the ability to manage uncertainty; managing
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representations of problems and subsequently overlaying solutions; representing different
perspectives of the same problem; enhanced automated layout and weighting analysis, etc.

Training and Learning

* Training for enhanced sensemaking and decision making under conditions of organizational
and situational complexity. Accelerating the development of proficiency in less experienced
decision makers working with these challenges.

* Enhanced organizational learning for exploiting historical data, by enabling a better
understanding of human sensemaking and recognitional strategies in historical decision making
data. Such learning may underpin effective anticipation of future scenarios and decision
outcomes.

Team Processes

* Renewed investigation of issues in work design for command space architectures, which are a
crucial element in all the Challenge areas (intelligence, command and control, crisis
management, network administration and monitoring, etc.) to optimize collective sensemaking
and action generation.

+ Significantly better tools for representing complex environments across distributed teams.
Sharing more than just a ‘common picture’ but the history (and learning) behind it, its meaning,
areas of uncertainty or ambiguity, and its implications.

* Process redesign for problem solving, reasoning in teams under conditions of high complexity
and inherent uncertainty, and anticipation of decision and behavioral consequences.

* Building enhanced representational systems (including concept mapping and domain
ontologies) that support the process of thinking in teams, the communication of meaning, and the
development of shared understanding—all specifically with respect to the Challenge areas.

Understanding the Adversary

Adversaries are themselves considered to be domain experts who engage in sensemaking and
flexecution activities. A specific emerging challenge is to model and thereby anticipate the
formulation of adversary intent in both real world and cyber domains, and anticipate how this is
translated into action. This includes modeling and anticipating adversary improvisation,
adaptation and creativity in both real world and cyber domains. It includes anticipating and
detecting the cues of emergent threat in complex settings. NDM researchers should be engaged
in red-teaming, exercises, war gaming, and metacognitive critiquing approaches for enhancing
sensemaking, and for evaluating proposed courses of action. NDM research might lead to the
development of novel means for influencing, shaping, disrupting and inhibiting adversarial
sensemaking, decision making, and action, in both real world and cyber environments.

Cultural Understanding

NDMe-ers have begun to study decision making in other cultures and assess the utility of NDM
methods and CTA when these are used is studies of decision making on the part of individuals
from other cultures (Klein, et al., 2014; Rasmussen, Sieck and Hoffman, in press). More research
into the validity and reliability of NDM across differen: cultures; both as a means of
understanding the sensemaking and behavior of others, and in order to anticipate the impact of
various interventions on others. NDM studies should begin to include emotion, religion,
extremism and violence as key variables, fitting such factors into pattern recognition, data-frame
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models of sensemaking, and macrocognition in groups. Such factors should also reflect cultural
differences and cultural specificity (with regard, for example, to patterns of meaning, values,
morality, etc.).

Create Methods for "Rapidized Cognitive Task Analysis" (RCTA)

CTA of various methodological types has a significant track record of success at leading to the
development of better work methods and technologies (Flin, Salas, Strub, and Martin, 1997;
Hoffman, 2007; Klein, Orasanu, Calderwood, and Zsambok, 1993; Montgomery, Lipshitz, and
Brehmer, 2005; Mosier and Fischer, 2010; Salas and Klein, 2001; Schraagen, Chipman and
Shalin, 2000; Schraagen, Militello, Ormerod and Lipshitz, 2007; Zsambok and Klein, 1997). One
of the major requirements for supporting NDM contributions is the level of skill for undertaking
NDM projects. It takes considerable skill to master the CTA observation and interviewing
strategies used in NDM research. Unlike the more classical academic decision frameworks,
NDM is situated in natural settings rather than in universities. There are few if any college
courses on NDM methods such as Cognitive Task Analysis. There are very few opportunities for
new NDM researchers to learn the methods and to practice them under supervision. There are no
methods for qualifying NDM researchers on their skill at conducting observational and/or
interview studies. So skill acquisition is an issue. Quality control is an issue. Cognitive Task
Analysis can take considerable time and require considerable resources, not the least important
of which is the time required of the domain experts—who in an ideal world would spend all their
time doing their jobs and not engaging in as participants in CTA. Ideas about how to "rapidize"
CTA have been presented (Zachary, et al., 2012). What is called for is a research program
specifically and explicitly aimed at supporting research to test proposals for rapidizing the
process of CTA and validating the rapidized methodologies.

The Need for Formal (Computational) Models

Empirical research on expertise and cognitive work has conclusively demonstrated that robust
decision making depends on "macrocognitive" phenomena at the meaning-level, the knowledge-
level, and the context-level. Cognitive work in complex contexts involves certain primary, goal-
directed functions including decision-making, sensemaking, re-planning, anticipatory thinking,
adapting, detecting problems, and coordinating. Supporting these are high-level cognitive and
social processes including maintaining common ground, developing mental models, managing
uncertainty, identifying leverage points, and managing attention. Operating in combination,
different primary functions and different supporting processes are critical to cognitive work
depending on the domain, the particular task, and context. (See the discussion of the
microcognition vs. macrocognitive distinction in Appendix A of this Report.)

The concept of macrocognition poses the challenge of how to fit (rather than force-fit) high-level
cognition into computational processes and representations, which tend to be reductive.
Macrocognition's basis in evidence concerning real-world decision making bolsters the argument
that it is necessary for computational models to address cognition at the meaning-level, the
knowledge-level, and the context-level, in order for a model to be psychologically plausible. By
implication, macrocognitive modeling is necessary in order to allow for the creation of software
support tools that are usable, useful, and understandable and that actually help decision makers
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accomplish their cognitive work. Thus, a prime goal of macrocognition research should be to
inform computational cognitive modeling.

It is perhaps not surprising that the first attempt to develop a computational instantiation of an
NDM-inspired cognitive model was an attempt to build a model of Recognition Primed Decision
Making (see Warwick and Hutton, 2007; see also Fan, McNeese and Yen, 2010). Perhaps it is
also not surprising that more attempts have not been made considering that NDM models are not
classical, that is, not composed primarily of causal input-output chains. Rather, NDM models
emphasize the parallelism and interdependence of macrocognitive processes and functions (see
Hoffman, 2010; Hoffman, Klein and Schraaagen, 2007; Klein and Hoffman, 2008; Klein, et al.,
2003).

The NDM empirical foundation suggests ways in which human decision making is adaptive and
robust, and points out the limits of different adaptive strategies and the individual, team, and
organizational barriers to robust decision making. This empirical foundation should be the
benchmark capabilities for mathematical and computational modeling. However, in conception
the macrocognitive processes are parallel and highly interacting. This feature points directly to
limitations in our current ability to computationally model cognitive performance since the
models, even those with some parallel processing, rely most heavily on a serial, causal chain
approach.

NDM researchers should escape their apparent unease with formal modeling—which
discourages attempts to implement NDM ideas in software. Doing so would certainly make
NDM more attractive to government sponsors. It might improve NDM theorizing as well. To
build formal models, NDM would have to clarify fuzzy macrocognitive concepts, such as
framing and story-building, and decision making itself, by making more granular commitments.
Application to "real world" problems is central to NDM, but avoidance of formal modeling is
not.

A great many schemes and approaches have been devised to conduct computational
microcognitive modeling (ACT, GOMS, SOAR, EPIC, many others), and each basic approach
has spawned a great many variants and spin-offs. These computational models are often
described as being like programming languages in that they allow one to create a model of a task
and then run it to produce a step-by-step trace of the cognitive operations that are involved in
performing the task. Operations include sensory encoding of stimuli, encoding in memory,
executing motor commands, etc—the so-called "atomic components of thought." Operations
have associated with them a time parameter and an error parameter, allowing the model to be
used to predict performance times and error rates. More meaningful aspects of cognitive work
(e.g., multiple reasoning strategies, knowledge-based reasoning, decision quality) are not
captured, modeled or predicted.

The computational microcognitive modeling approach has met with considerable success in:
* Identifying usability problems with new software tools and new interfaces,
* Estimating the cost of training,
* Evaluating alternative designs for interfaces,
* Suggesting ways of improving on software to decrease task execution times, and
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* Forming the basic framework for training aids and intelligent tutoring systems that can
predict the errors students are likely to make given their stage of their skill development.

However, there are significant challenges to computational microcognitive modeling raised by
macrocognition (high-level cognitive processes are parallel and highly interacting) and especially
cognitive work in complex systems, where one must consider adaptation, opportunism,
dynamics, and the unexpected—rather than routine, well-learned, separable, tasks. When a
human who is working on a tough decision problem in context has to deviate from known task
sequences to engage in problem solving, collaborative problem solving, or similar activities, then
the available models become less applicable. And yet, warfighters at all echelons are confronted
more and more with tasks that involve dynamics, uncertainty, and novelty.

It has long been a goal of mathematical psychology and quantitative neuroscience to generate
‘grand unified models’ of human cognition, and to the present time we have some few examples
of rather limited success. These have largely centered on the idea of rational decision-making
behaviors and fixed tasks, which naturally lend themselves to mathematical representations.
However, we must broach the discovery challenge, the difficult threshold of modeling additional
factors that are tied to resilience and adaptation.

As was mentioned above, Recognition-Primed Decision Making (RPD), was the subject of the
first attempt to create a computational model (Warwick and Hutton, 2007). The RPD can be
taken as an example of a cognitive function that helps make decision making robust. The RPD
theory grew out of attempts to understand how decision makers generate and compare multiple
courses of action when they are coping in uncertain and dynamic environments (Klein,
Calderwood, and Clinton-Cirocco, 1988). Given the burden that such circumstances would
impose on the decision maker, it was unclear how experts would be able to make consistently
good decisions in real-world environments. The answer hinged on the finding that expert
decision makers do not employ analytic decision making strategies (i.c., utility analysis). Instead,
experts typically recognize a single course of action based on their experience. Typically, the
first recognized course of action would be deemed workable and immediately implemented; but
if, for some reason, a shortcoming was detected, another course of action would be generated and
considered.

When the relative quality of the different possible courses of action is not obvious, experts begin
to use mental simulation to test one option after another to explore the possible results of
decisions (Phillips et al., 2004). There are, of course, limits to the variations that can be
considered intuitively under emergency time pressures, and even when there are no such
pressures (Klein and Brezovic, 1986). Moreover, as the number of viable options become
overwhelming, unaided decision makers may simply default to the easiest choice to implement
rather than make an otherwise satisfactory choice. For example, a study of more than 800,000
people choosing investment fund options for employee 401(k) plans showed that participation
rates fell as the number of fund options increased (Sethi-Iyengar et al., 2004).

Thus, a view of decision making emerged with experience of the decision maker rather than his
analytical skill driving the quality of the decision making.
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Figure 1 depicts the decision-making process of the RPD computational model at a functional
level.
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Figure 1. General architecture of the first attempt to model a
macrocognitive decision process.

In the most basic terms, the computational model takes variables from an environment as inputs
and produces actions as outputs to be implemented in the simulation. But before anything can
happen, the computational model must be “populated” with the cues, expectancies, and courses
of action that characterize a particular decision in a particular situation. The computational RPD
model relies on multiple-trace theory (Hintzman, 1986) and represents a set of episode tokens
and types, expressed in terms of the situation that prompted a decision (encoded as a cue vector),
the course of action (COA) taken and an outcome measure (either successful or not). A dot
product is computed between the vector representing a new situation and each remembered
situation in memory. The resulting similarity value is then raised to a user-defined power to
determine the proportionate contribution (either positive or negative, according to the outcome of
that episode) that each remembered episode makes to a composite recollection. The result is a
distribution of recognition strengths across the available course of action, which can then be
analyzed in any number of ways to produce output corresponding to a specific course of action.
One novel aspect to the model is that COA implementation can itself be represented as an
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episode, evaluated and stored for use in subsequent decisions. The computational model of RPD
has promise for predicting performance at the task of generating courses of action.

Although the RPD computational architecture is generic in the sense that it can represent a
variety of decisions, it is specific in the sense that individual instantiations of the model must be
created for each type of decision being represented. The model itself makes clear some of the
outstanding challenges, such as the generation of COAs.

Considerable progress can and indeed must be made in moving additional NDM conceptual
models into the computational realm—such as the Data-Frame model of sensemaking and the
Flexecution model of re-planning. These two models are portrayed in Figure 2.
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Figure 2. The Data-Frame model of sensemaking
and the Flexecution model of Re-planning.

The nodes in the bottom tiers in the Data-Frame and Flexecution Models identify supporting
processes that could be implemented as decision aids. There would be significant challenges in
implementation a notion of frame (for sensemaking) and in generating an ontology and
representation scheme for goals and for tracking goal pursuit (for flexecution).

Such models hold promise as notional architectures for genuine decision aids. That is, they
emphasize the patterns that inform decision making and the kinds of issues and considerations
that play into decision making (e.g., salient information that indicates anomalies, circumstances
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calling for the questioning of a frame, the need to evaluate goals while those goals are being
pursued, etc. (Whereas most so-called decision aids are actually process control tools in that they
control the sequence of activities in which the decision maker must engage.)

A number of other NDM-inspired models can be a focus for attempts at computational modeling.

The Data-Frame Theory of Sensemaking

This model emphasizes processes of mental model formation, frame elaboration and re-framing
in support of adaptation robust decision-making. Descriptions of a number of possible paths in
sensemaking (e.g., questioning a frame followed by re-framing) must be taken further toward
computational instantiation (Hoffman and Militello, 2007; Klein, Moon, and Hoffman, 2006a,b).

The "Flexecution" Theory of Re-planning

This is a recent outgrowth of the literature in Artificial Intelligence, in which planning has come
to be seen as providing support for continuous planning, or re-planning. Flexecution goes further
to regard re-planning as a process of in which one discovers goals at the same time as trying to
reach them. This leverages the true functions of plans—plans as tools to help one perceive when
to be surprised. Available descriptions of possible paths to understanding (e.g., questioning a
frame followed by re-framing), and these path descriptions must be taken further to
computational instantiation (Klein, 2007a,b).

Anticipatory Thinking

The importance of anticipation is widely acknowledged, in perception theory (e.g., top-down
models of perception), human engineering and control theory (i.e., process control), and other
literatures as well (Billings, 1996). Anticipatory thinking is more than prediction because people
are preparing themselves for future events, not simply predicting what might happen.
Anticipatory thinking includes active attention management—focusing attention on likely
sources of critical information, reacting to trends, and apprehending the implications of
combinations of events. Anticipatory thinking is typically aimed at low-probability, high-threat
events, the ones where robustness is tested and adaptability and flexibility are most crucial to
success. Available descriptions of anticipatory thinking must be taken further to computational
instantiation (Klein and , 2011, 2007).

Coordination

Robustness and adaptability of decision making pertains to team work as well as individual
work. Members of teams must establish and maintain “common ground.” When problems are
discovered, teamwork hinges on mutual predictability and directability and other coordinative
mechanisms. Attempts to build collaboration management agents (e.g., Allen and Ferguson,
2002) are predicated on identifying the rules that allow agents to be team players (Bradshaw, et
al., 2004). Descriptions of paths through which humans achieve coordination in team decision
making must be taken further toward computational instantiation (Christofferson and Woods,
2002; Klein, et al., 2004).

Whether one is describing the cognitive processes that characterize decision making or the
software mechanisms that constitute a computational model, it is important to remember that in
both cases we are dealing with a set of abstractions that we impose to facilitate explanation,
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description, and prediction. Thus, iterative exploration of the conceptual-computational is
instructive of how to refine both the model and the theory (Warwick and Hutton, 2007). At each
iteration, one must fix the level of abstraction at which there might be a correspondence between
the conceptual (theoretical) model that the computational model. The modeling effort establishes
a reciprocal relationship between the two models: The theoretical description informs the
computational model and the computational model helps us explore aspects of the empirical
description that remain under-specified. For instance, RPD does not assert that recognition
involves comparing a list of cues to a memory record of all prior experiences. Conversely, the
computational RPD model is mute concerning ways in which experts might perceptually
integrate individual cues into patterns or into “chunks.”

The effort to develop a computational model of Recognition-primed Decision Making made it
clear that a critical step is the formation of sets of alternative assumptions that are necessary in
order for implementation to proceed. Typically, “modeling” refers to a three-step process of
increasing the scope of some existing model and then extending it in some way. The difficulty
lies not in the development of novel algorithms, but rather in understanding what can, what must,
and what should and can be represented (Warwick and Hutton, 2007).

[f NDM models are indeed the most descriptive models we have of how real (proficient) people
make real decisions then those NDM models must be formative of work methods and the
technologies upon which the "real world" decision making relies. Funding programs addressing
specific issues in decision making, sensemaking, etc. might explicitly support attempts to develop
computational instantiations of NDM conceptual models.

Similarly, NDM-informed modeling should also be applied to the analysis of adversaries, who
are themselves considered to be domain experts who engage in sensemaking and flexecution
activities. A specific emerging challenge is to model and thereby anticipate the formulation of
adversary intent in both real world and cyber domains, and anticipate how this is translated into
action.

This includes modeling and anticipating adversary improvisation, adaptation and creativity in
both real world and cyber domains. It includes anticipating and detecting the cues of emergent
threat in complex settings.

Measuring Brittleness, Resilience, and Robustness

NDM has inspired theories of macrocognitive work that identify adaptivity and resilience as
ideal goals (Hoffman and Woods, 2011; Woods, 2000). But how are such aspects of work
systems to be measured? Robust decision making involves more than consistency in making
good decisions, it involves identifying an option that will result in satisfying outcomes across the
broadest swath of possible futures, making good decisions under circumstances where events are
unfolding, problems are emergent, and stakes are high. More even than this, robust decision
making includes a capability to change the way one makes decisions, in light of novelty and
emergence.



25

The need for measures that illuminate features and phenomena at the "systems level" is widely
recognized. Traditionally, human performance is gauged in terms of efficiency measures referred
to as "HEAT" measures: hits, errors, accuracy and time (Hoffman, 2010). Such measures speak
to the de-humanized economics of work systems, and are blind to other significant aspects of
work systems. Is the work method learnable? Does it help workers achieve expertise? Does it
motivate or demotivate workers? Are the tools understandable and usable? Are the humans and’
machines engaged in a genuine interdependence relationship in which they can make their intent
and goals observable? (see Hoffman, Hancock and Bradshaw, 2010; Hoffman, et al., 2010;
Klein, et al., 2004).

The concept of "resilience engineering”" has gained significant traction in the engineering and
computer science disciplines (Hollnagel, Woods and Leveson, 2006). It is now a topic for
symposia on resilience in cyber systems, control systems, and communication systems. Recent
funded research programs include calls for the development of technologies that manifest
adaptive and resilient capacities. As we have seen for many concepts that make it to the front
burner, resilience may be watered down and become a mere flavor of the month through overuse
and uncritical use. That is, unless a methodology is forthcoming to specify ways in which
resilience might actually be measured. So, what is resilience and how can it be measured in a
way that enables the creation of human-centered technologies and macrocognitive work
systems?

A number of different concepts of resilience have been discussed in the literature (Woods, 2015).
One such meaning, which basically merges notions of resilience and adaptivity, is "robustness,"
the ability of a work system to maintain effectiveness across a range of tasks, situations, and
conditions. A related concept is "flexibility," or the capacity to engage multiple paths to goals
(Alberts and Hayes, 2003). Another meaning describes resilience as a form of "rebound" (see
Woods, 2015), implying that the system's goals and methods have not fundamentally changed
and the system gets "back on track" after it has experienced some sort of surprise. But this too is
a notion that we would refer to as adaptivity rather than resilience.

* Adaptivity is the capacity of a system to achieve its goals despite the emergence of
circumstances that push the system foward the boundaries of its competence envelope.
The work system can employ multiple ways to succeed, or develop new ways to succeed,
and can move seamlessly among them. The work system can reallocate and re-direct its
resources to move away from the boundaries of its competence envelope and achieve its
primary task goals.

* Resilience is the capacity to change as a result of circumstances that push the system
beyond the boundaries of its competence envelope. The system may have to change some
of its goals, procedures, resources, responsibilities components—any of its system-
internal aspects. Because of those changes, the work system has a changed competence
envelope. In effect, it becomes some other category of system (Woods and Branlat,
2011).

For measurement at the work system level the most important measures will be relativized,
compound measures. So, for example, a measure of "number of adaptations" would have to be
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relativized on the assumption that the work system was able, in the scenario under scrutiny, to
actually achieve its primary goals. If it was not successful, one have to consider that the work
system was not very adaptive, no matter how many process changes were made.

In order for a macrocognitive work system to be adaptive and resilient the humans and the
machine agents must work in a genuine interdependence relationship (Johnson, et al., 2014). To
be an effective team player, human and machine agents must be able to adequately model the
other participants’ intents and actions. Human and machine team members must be mutually
predictable. They must be directable. Agents must be able to make their status and intentions
obvious to their teammates, and then the agents must be able to observe and interpret pertinent
signals of the status and intentions of the other agents. Human and machine agents must be able
to engage in goal negotiation. And finally, human and machine agents must be able to participate
in the management of attention.

It is recommended that a research program explicitly and specifically focus on the challenges of
creating usable and useful measures of adaptivity and resilience at the level of the
macrocognitive work system. Effort along these lines could contribute significantly to theory,
methodology, and the applications of the concepts of NDM and macrocognition.

Develop Means and Opportunity

The NDM community may not realize how much it can contribute. Even if individuals or groups
within the community do realize what NDM has to offer, the community may currently not have
the means or the opportunity to contribute. In simple terms, the community most likely has the
latent motivation, but not the means or opportunity to address these challenges.

* Communication. There is a need for greatly enhanced two-way communication between
challenge owners and the NDM community. The owners of these challenges (or at least,
those charged with advancing solutions) need to communicate their needs better to the NDM
community. The NDM community must be able to communicate its capabilities and potential
benefits to decision makers and budget holders in terms of its methods, tools, outputs, and
success stories; and to translate this into the potential contribution it might make towards
addressing the challenges identified.

* Span the Stakeholder Gaps. For many large problems, there often exists a schism between
those who hold (1) Responsibility (i.e. those who have been assigned, or have assumed,
responsibility for addressing the problem); (2) Authority (i.e. those who can make things
happen, usually the budget holders or those who can sign-off action); and (3) Competency
(i.e. those who are technically capable of making a difference). To span these gaps, programs
must be created in which all three are present and working together, otherwise effective
progress cannot be made.

* Make more Effective Use of Available Funding. Recent cases of incidents that involved
deficient human-system integration make it abundantly clear that NDM has not only
"something to offer" but has scientific solution paths solve to significant challenges that
confront the military. Although NDM researchers are intrinsically motivated to aid society,
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government, and the military, funding makes a significant contribution to motivation. The
availability of funding is both a sign that challenge owners are serious about trying to solve
the problems, and a sign that they believe that NDM research has the capability to contribute
to the solution. However, whilst a piecemeal and scattergun approach to funding across a
wide range of providers can increase coverage, and potentially yield increased innovation, a
more focussed and sustained funding effort is likely to create the impetus for producing
sustained and effective solutions. This suggests more coordination among the branches of the
military (such as the effort of the Human Systems Community of Interest under the
ASD/R&E) to avoid duplication of programs having the same problem sets and goals.

Join the (solution) dots. It is highly unlikely that the capability for addressing the Challenges
exists in one place, so in addition to ‘joining the dots’ to understand and make sense of the
Challenges, we need to consider also ‘joining the dots’ to develop solutions. Existing pockets
of expertise, potentially spread globally, must be joined-up and focussed synergistically on
these problems. Collaboration, open information sharing and shared understanding, and close
coupling of research and action will be required to drive forward initiatives that impact on
these challenges.

Coordinate the research effort across the NDM community. When funding is divided across
multiple organizations, resultant research often feeds into the client organization in such a
manner that there sometimes is nobody responsible for doing the ‘joining-up’. More effort
could be made to enable those in the NDM community to be more openly collaborative and
less privately competitive on behalf of the challenge owners. This will include giving
research organisations the big picture and strategy, allowing them to understand what others
are doing and where they are heading, and (if IP challenges can be overcome) to share
research products as they emerge (and not at the end of the research period, if at all).

Promote continuity. For workers in the NDM community to feel like they have a real chance
to make a dint against the Challenges, they require longitudinal projects involving multi-year
funding, and (importantly) continuity of team members such that expertise can be developed,
retained, exploited and effectively passed on to a next generation of STEM workers and
scientists. Short-termism, piecemeal funding, and rapid staff turnover undermine any effort to
make real progress against these challenges.

Harness passion. Many within the NDM community are passionate about their work. This
passion should be directed towards these big challenges, once people can see that they have
an opportunity to make a real difference. Perhaps the broader NDM community should also
be harnessed with regard to their view about how their capabilities align with the Challenges,
and their ideas about how the Challenges may be tackled effectively (especially given that
they work in a field concerned with naturalism).

Navigate classification issues. Many of the Challenges problems involve highly sensitive
subjects pertaining to national and global security. Addressing these successfully will require
careful navigation of classification issues, such that expertise can be deployed effectively
without inhibition, whilst limiting access to certain parts of the challenge space to
appropriately cleared personnel. Such issues become more complex when working
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internationally. One path to a solution i for NDM researchers to engage their research skills
in studies within the private sector, which has the same acute problems in cyber as does the
government.

Promote genuine relationships. When a sponsor prepares a statement of requirement for
research organizations to bid, the sponsor naturally describes the presenting problem. That
problem often involves expressing a desire to accomplish goals that go well beyond current
scientific and methodological capabilities. One of the primary ways in which a healthy and
productive collaboration can be established between sponsors and researchers is for sponsors
to be more openly welcoming of "things they may not really want to hear." Although the
need may have arisen from observations of specifics, the descriptions of requirements
necessarily abstract away from detail, describing problems in terms of a particular conceptual
Jjargon that the sponsor sees as appropriate. On winning the bid the research organization may
then go in search of exemplars of the situations for detailed study, and those exemplars of
course need to be relevant. It may be then that you realise that the abstract descriptions and
jargon can represent a rather narrow bandwidth of communication for fixing the presenting
problem. For effective data gathering, research requires a very specific focus, and this can
make it difficult to ‘cash out’ the abstractions and jargon. The process should be openly and
honestly negotiated. A big part of any research endeavour involves discovering what the
problem actually is. Research involves uncovering that. What the problem really is, is often
not what the sponsor thinks it is. Indeed, on can argue that for such topics as posed by the
Emerging Challenges, the real scientific questions are never completely known at the outset,
with and there is always ‘room for interpretation.'

Do not encourage proposals that are mere promissory notes. The term "User-Centered
Design" has been with us for decades. So has "Work-Centered Design." So has "Work-
Oriented Design." Indeed, a host of hyphenated designations have been published and
proclaimed (reviewed in Hoffman, et al., 2002). Most of the design methods are getting at the
same basic point—of what is really important about technology design. All of them decry
everything that is "traditional," and proclaim to be qualitatively different from everything
that has come before. All of them profess to do what no other design approach can do. We
live in a competitive climate in which everyone—whether in the private sector or in the
academic sector—has to make their work seem special and assert themselves as "uniquely
qualified." Everyone promises to perform miracles, proclaiming in present tense the
capabilities of a software system that it has not even yet been built. Individual researchers in
the computational and decision sciences would serve their sciences, and their communities of
practice, by being more honest, and fair.

Conceptualise requirements at many levels of abstraction considering both need and
opportunity. What is unknown at the outset of a research endeavour is exactly how much of
an activity can be re-engineered using a hypothetical new technology, and in what ways. It
may be that reducing the user-costs of interaction, or enabling collaboration can involve
relatively surface-level changes to current practice or it may mean that there is an opportunity
for a more radical redesign to fundamentally change the way that higher-level goals are
achieved. The open question is what at what level re-engineering is and can be done and this
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is a question not just of what the activity is but what opportunities are presented by new
interventions.

* Encourage honesty in management and in reporting. History shows that the vast majority of
scientific experiments are failures, yet we live in a climate in which all experiments are
successes, everything deserves to be published, and all R&D programs are programmatic
successes. Constraints of exigency and economics are such that research is designed by
spread sheet and managed by schedule. While there are need for schedules and milestones, it
should be remembered that genuine science does not always proceed by timetable. There are
fits and starts. There is back-peddling. Our nation's scientific infrastructure would benefit by
more open acknowledgement of and accommodation to these aspects of genuine science, if
only to reinforce rather than dampen the intrinsic motivation of researchers to do good
science and to have positive impact.

Speak in Many Tongues but Collaborate in One

The "Emerging challenges" are large, complex and multifaceted; and may well require large,
complex and multifaceted solutions. The challenges are far broader in scope than the field of
NDM is able to cope with alone, so a cross-disciplinary approach, of which NDM is part, likely
stands the best chance of yielding impactful solutions. The NDM community has long
recognized that their focus is on applied problems that call for multidisciplinary methodologies.
NDM researchers engage in cognitive ethnography, though cognitive ethnography is a
historically different community of practice, with different focus points for its research. NDM
researchers engage in research that might be thought of as industrial/organizational psychology,
though I/O psychology is a historically different discipline as well as a different community of
practice. NDM research is related to human factors psychology/human factors engineering, and
also to cognitive systems engineering. These disciplines are historically associated more with the
design and implementation of technologies whereas NDM is historically associated more with
psychological experimentation and cognitive field research. NDM sees itself as feeding into
human factors and cognitive systems engineering, and much NDM research is presented at
human factors meetings. NDM researchers engage in technology design, though design is itself
the focus of a number of different communities of practice in a number of different engineering
disciplines.

Almost all of the specific problems inherent in each of the Challenge are generic, enduring, and
cut across all the challenges identified. Rather than stove-pipe the exploration of solutions by
challenge type or domain, challenges should be tacked in a cross-domain manner, such that
investment made in solution generation can be leveraged across all domains and problem sets.

Different disciplines bring with them different constraints on solutions and different conceptual
languages for describing problems and solution opportunities; they speak in many tongues. One
community of practice might prefer to speak of "human behavior" whereas another might prefer
to speak of "human activity," claiming that the otherwise innocuous word "behavior" actually
carries considerable historical baggage. One community might decry reference to "automation"
on the argument that so-called autonomous technologies are in fact never autonomous; whereas
another community might reply that "Well, of course machines are not completely autonomous."
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One community might use the word "system" to refer to the humans-machines work system
whereas another might reserve the word "system" to refer to just the technology. And so forth.
(See Hoffman and Hancock, 2014a,b).

Every discipline necessarily develops a vocabulary to encode its knowledge and values, about
methods, cognitive phenomena, design patterns, or ethical principles, or legal principles. In the
context of project work these can be shared rather fleetingly, appearing merely as bullet points of
jargon on PowerPoint presentations. The challenge here is to engage in a deep way with each
collaborator’s view of the world. This necessarily involves more than the integration of
disciplines. The formula of "Add three psychologists and stir well." will not work. The issue is
one of learning and the filling of responsibility gaps, not an issue of cross-disciplinary
communication. Understanding has to be more than simply a surface level appreciation. Project
teams coordinate best when they grow together, and can think using each other’s language. It is a
good sign when members of interdisciplinary groups start to adopt each other’s language in their
articulation of problems and solutions. Recent collaborative successes attest to this. (See for
instance Johnson, et al., 2015.)

The perpetual reinvention of wheels, and re-discovery of lessons learned is the main result of the
super-fragmentation (or hyper-specialization) of disciplines, the overwhelming proliferation of
specialized journals, and the proliferation of diverse communities of practice. Thus, cognitive
ethnographers might publish a paper proclaiming a new method for task analysis, to which
human factors psychologists might say "Oh, we invented that sort of thing decades ago."
Computer scientists might emphasize the importance of situational awareness when experimental
psychologists would say that basic notion can be found in the literature of psychology dating
back to the 1880s. Human Factors psychologists might begin programmes of experiments on
team composition, to which 1/O psychologists would respond that they have been doing that for
decades. And so forth. Reinvention/rediscovery can be regarded as verification or validation of
good ideas. But the lack of general awareness across specializations and across communities of
practice, and the general ignorance of history, are impediments to collegial, collaborative
progress on the really important problems.

The consequences of the lack of historical scholarship and training cannot be over-emphasized.
Indeed, today many undergraduate and graduate programs in experimental psychology, even in
elite schools, never require students to take history of psychology courses.

Unfortunately, little can be done about this super-fragmentation. If anything, the situation will
get progressively worse. But there is one thing that the NDM community can, indeed must do,
and that is drop its own historical baggage. The designation "Naturalistic Decision Making"
reflected the origins of the community of practice in the 1980s, as a reaction to the dominant
normative-rationalist view of decision making that dominated economics for many years. For
decades now, NDM-ers have to always explain that NDM is not just about decision making: it is
about processes including sensemaking, replanning, collaborating, and others. Ever since the
Seventh International Conference on NDM, there has been a growing recognition that the name
of the community has to change. This need was emphasized at the 2015 meeting in the Keynote
presentation by David Woods. Thus, it is proposed that the next NDM meeting be titled "The
2017 International Conference on Macrocognition: Expanding the Horizons of Naturalistic
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Decision Making." The title is intended to commence a re-branding, while the subtitle is meant to
help insure continuity. As long as NDM-ers have to always explain that NDM is not just about
decision making, they might as well explain the concept of macrocognition.

There is clear historical precedent for the concept of macrocognition. Discussions of that history,
and of macrocognition as the genuine foundation for NDM, appear in Hoffman, Klein and
Schraagen, 2007; Hoffman and Woods, 2011; Klein and Hoffman, 2008; Klein, Moon and
Hoffman, 2006a,b; Schraagen, Klein, and Hoffman, 2008. Especially pertinent review papers
are:

Hoffman, R.R. (2010). Some challenges for macrocognitive measurement. In E. Patterson
and J. Miler (Eds.), Macrocognition metrics and scenarios: Design and evaluation for real-
world teams (pp. 11-28). London: Ashgate.

Hoffman, R. R., and McNeese, M. (2009). A history for macrocognition. Journal of
Cognitive Engineering and Decision Making, 3, 97-110.

Klein, G., Ross, K.G., Moon, B.M., Klein, D.E., Hoffman, R.R., and Hollnagel, E.
(May/June, 2003). Macrocognition. [EEE: Intelligent Systems, pp. 81-85.

The NDM community, and indeed many other communities of practice, would benefit from a
better understanding of how to effectively conduct interdisciplinary team science. The Emerging
Challenges are unlikely to be solved quickly. Approaches that adopt a more longitudinal view
are required, that have substantial funding across multiple years, and that employ stable cross-
organization multidisciplinary teams over such periods. Further, there is unlikely to be one
‘solution’ to any of these challenges that can be prescribed in advance of implementation.
Rather, an incremental, experientially-driven process of learning by doing will be required, that
is agile and able to adapt readily to hard-won lessons as they arise.

Designer-Centered Design and Procurement Policy

The benefits of computerization for electronic management of complex and distributed health-
care information would, at first glance, seem irrefutable. Challenger, Clegg and Shepherd (2013)
described the experience of the UK National Health Service with an electronic healthcare record
known as the NHS Care Records Service. This system was developed to manage medical records
for all patients in the UK National Health Service. The goal was to ensure that every patient’s
healthcare information would be integrated into a single record that could be accessed at any
location within the UK National Health Service. Despite the many obvious benefits of
computerization, there was widespread evidence of diverse problems; a lack of compatibility
with clinical practice, incomplete and inaccurate information, a restrictive data entry strategy,
and an electronic-notes function that increased the cognitive work associated with taking a
patient history, to name just a few. There was little evidence that the anticipated benefits were
realised. A similar situation obtains for the push to electronic health care records in the U.S.

From the perspective of NDM. the sorts of problems experienced with electronic health records
are unsurprising. The design strategy is essentially a technology-push driven by a political
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agenda. A limited subset of stakeholders (in health care, managers and a small selection of
medical staff) envisioned a response to a political mandate. In effect, their response is little more
than a recommendation to proceed with a particular type of technological solution (see Neville,
et al., 2008). From there, the design, development, and deployment of the technological solution
was in the hands of the technologists. Rarely do those technologists have anything more than a
superficial understanding of the work their system is intended to support.

Despite the recurring evidence that systems designed, developed and deployed in this manner fail
to satisfy the need, no one appears to attribute the failures to the strategy and the policy behind it.
No one outside of cognitive engineering, it seems, can conceive of another way. The idea that a
technological development should be driven by the need to better support the work practices and
the work goals of the diverse stakeholders within the system (rather than by the desire to
computerize work practices) is not one that comes naturally to those who direct the development
of these systems.

This is one of the major challenges facing our society and nation and it is one that, if resolved,
would enable NDM to make an enormous contribution. Conceptually at least, the NDM strategy
of designing from a thorough understanding of the work of all stakeholders is straightforward. A
strength of NDM research is the emphasis on human capabilities. Current funding programs
addressing the Emerging Challenges tend to focus on technological solutions, with the
assumption that humans will effortlessly adapt and acquire the skills needed to integrate,
monitor, maintain, and collaborate with new technologies. If funding agencies and research
leaders were more open to exploring strategies for supporting humans and strengthening human-
technology interdependence, more NDM researchers might get involved in research on topics
related to the Emerging Challenges.

Few examples exist in which a macrocognitive lens of NDM has been applied at the policy level,
or in articulating the overarching architecture for a complex work system. Generally, other
disciplines are called on to design and create these high-level frameworks, and NDM researchers
get involved as sticky and particular problems emerge. Thus, NDM models and methods are
grounded in exploring specific incidents in the context of a particular domain. This often leads to
very effective interventions that help overcome important barriers. Applying these methods and
models across the multiple domains that must work together to solve these complex emerging
challenges would require adaptation of existing methods and perhaps new models for
representing cognitive work with clear implications for policy and large-scale system design.
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Appendix A

Background and History on '"Naturalistic Decision Making

Summary

Naturalistic decision making refers to the study of decision making in domains
characterized by time stress, high stakes, vague goals, uncertainty, multiple players,
organizational constraints, and dynamic settings. This approach to the study of decision making
has had considerable applied impact as well as important theoretical contribution. In the 1980s,
studies of firefighters and neonatal intensive care nurses using retrospective interviews to explore
actions, goals, and plans, as well critical cues that influenced decision making were conducted.
The outcomes of these studies had an impact on the firefighting and nursing communities that
participated. Investigators succeeded in aiding interviewees in articulating cues and cue patterns
that had not previously been documented—and were subsequently integrated into training
programs.

On a broader scale, these early studies also provided important evident that the decision-
analytic model has important limitations. The decision-analytic model had been developed and
extensively applied in economics and business decision making within the Judgment and
Decision Making (JDM) paradigm. The JDM paradigm focuses on issues such as optimal
strategies prescribed by probability theory or expected utility theory, accuracy (or lack thereof)
of judgments, reasoning biases and limitations in the human ability to evaluate the probabilities
of events. The decision-analytic model was widely prescribed as being the best method for
making decisions.

In the 1980s some researchers began to react against the JDM paradigm. Researchers
reacted against the characterization of human cognition as flawed. The prescriptive nature of the
decision-analytic model became a target for criticism. Studies using CTA-CFR methods
suggested that decision making in the real world could not be reduced to a single moment of
choice after all the facts had been gathered, but was constructed through an incremental process.
CTA-CFR studies suggest a series of decisions-like points along a timeline in which actions are
taken and options exist, but no concurrent evaluation of options occurs.

A number of limitations of the JDM approach were articulated. Time critical domains do
not allow formal generation and evaluation procedures. Experts rarely reported considering more
than one option at a time. Further, research has shown that people are not very good at either
generating lists of options or at systematically evaluating options. Another debate focused on the
use of “hit rate” to assess proficiency. Studying hit rates allows for the use of statistical methods
to for diagnostic evaluation in of decision-making skill. NDM researchers, however, take the
perspective that linear modeling and focusing solely on hit rates ignores all the richness of
proficient knowledge and skill.

The NDM paradigm has come to be defined by three distinguishing characteristics: 1)
focus on examination of decision making in everyday situations, both routine and non-routine
situations, both simple and complex, 2) a focus on decision making by experienced,
knowledgeable individuals, and 3) the examination of decision-making in “real world” job
contexts. Given these foci, most NDM researchers investigate “ill-structured” problems and



domains, uncertain and dynamic environments, situations which involve goal conflict, scenarios
involving time pressure and high risk, and team or group problem-solving.

CTA methods commonly used by the NDM community include the Critical Decision
Method (CDM), the Knowledge Audit, and Goal-Directed Task Analysis. Of these, the CDM has
been applied and explored most thoroughly. CDM was initially developed during studies of
decision making in fireground command. Researchers adapted Flannagan’s (1954) critical
incident technique to focus on critical decisions. In a CDM interview, the expert is asked to
recall an critical incident, and the interviewer walks through the incident several times with the
interviewee, unpacking more of the story and more detail with each sweep. The method has been
refined over time and explored for validity from a range of perspectives.

The Knowledge Audit was developed to complement incident-based techniques such as
the CDM. Based on an understanding of human expertise, question probes were developed to
obtain examples of various aspects of expertise as they are instantiated in a specific domain.
Rather than eliciting one critical incident that is thoroughly explored as in the CDM, the
knowledge audit elicits a series of incidents, illustrating aspects of expertise such as diagnosing
and predicting, situation awareness, improvising, metacognition, recognizing anomalies, and
compensating for technology limitations. Often the Knowledge Audit is used early in a study to
obtain an overview of the knowledge and skills needed in a specific domain. The Knowledge
Audit has also been used to explore differing levels of proficiency.

Goal-Directed Task Analysis (GDTA) is another interview technique used in NDM
research. GDTA interviews are organized around the goals the decision maker must achieve,
and the information needed to achieve those goals. GDTA does not restrict task description to a
linear, sequential series of activities or even hierarchies. GDTA takes into account the
characteristics of complex cognitive systems including conflicting goals and the processing on
information in ongoing situations. This method is similar to Hierarchical Task Analysis in that
goals and subgoals are elicited and represented in a graphical decomposition.

Two main theoretical contributions of the NDM community include the Recognition-
Primed Decision-Making (RPD) model and integrated theory of Situational Awareness. The
RPD model was based on interview data obtained from experienced firefighters, and later refined
expanded based on interview data collected from experienced critical care nurses and experts in a
range of other domains. RPD was articulated in reaction against the analytic decision making.
Rather than generative a range of options and comparing them to select the best one at a specific
decision point, firefighters reported that they rarely had time to consider alternative options.
Instead, they seemed to rely on matching the current situation to a typical course of action based
on internal prototypes or analogs. In the RPD model, the decision maker spends most of the time
available assessing the situation rather than evaluating options.

In short, the expert recognizes the situation (generally as an analog or prototype).
Byproducts of the recognition include relevant cues, expectancies, plausible goals, and a typical
course of action, all of which become activated based on the recognition of the situation. In the
simplest form of RPD, the typical course of action is implemented without conscious
deliberation. Variations include situations in which the decision maker does not immediately
recognize the situation as familiar. In this case, the experienced decision maker is likely to
engage in feature matching or storybuilding to assess the situation. After assessing the situation,
the same four byproducts, including a typical course of action become evident and the course of
action is implemented. In a third variation, if time is available, the expert may pause before
implementing the course of action to mentally simulate or imagine how events will unfold. As a



result of this mental simulation, the course of action may be refined or rejected and another
selected. However, even in this third variation of RPD, option are not compared, instead they are
considered serially until an acceptable course of action is generated.

A second theoretical contribution of NDM has been in moving from the notion of
attention to an integrated theory of reasoning termed Situation Awareness (SA). The theory of
SA emphasizes that attention involves not just the detection of isolated signals, stimuli or cues,
or even the perception of static objects, but the on-going awareness of one’s environment. Three
levels of SA have been posited: 1) Meaningful interpretation of data, resulting in information; 2)
comprehension of information, resulting in a mental model, or higher order understanding
prioritized according to how it related to achieving goals; and 3) the mental or imaginal
projection of events into a possible future.

Both of these theories have led to approaches to the design of information technologies.
Situation-Awareness Oriented Design relies on Goal-Directed Task Analysis (GDTA) and the
theory of SA to form an approach to designed technologies intended to support active
organization of information, active search for information, active exploration of information,
reflection on the meaning of information, and evaluation and choice among action alternatives.
In this approach, SA requirements analysis is conducted using GDTA. Next, design principles
are used to translate SA requirements into ideas for system design. In the final step, the design is
tested using the Situation Awareness Global Assessment Technique (SAGAT).

Decision-Centered Design is an approach motivated by the RPD perspective, and is
intended to focus the development of technologies on supporting decision making. The DCD
process begins with the identification of individuals who will be users of the new technology.
Ideally, these are experts in the domain at hand, and analysts are able to obtain a rich
understanding of their needs and requirements. The analysis portion of DCD involves revealing
and studying the challenging and critical aspects of jobs. There is a working assumption that
80% of the problems can be solved by understanding and improving the toughest 20% of the
cognitive work.

Finally, it is important to mention the emerging notion of cognition, an idea introduced to
capture the phenomena of decision making that occur in natural settings as opposed to artificial
laboratory settings. The notion of macrocognition has dovetailed with NDM research in the
search for an integrated model of reasoning. Macrognition refers to the perspective that in a real-
world context, it makes sense to refer to processes such as problem detection, sensemaking, re-
planning, and mental simulation, which are continuous and interacting. This is in contrast to
microcognition, which attempts to reduce mental operations to hypothetical building blocks (i.e.,
attentional switching, sensation, memory contact, recognition) placed into causal strings. The
microcognitive approach is perhaps most appropriate for probing cognition at the millisecond
level of causation, rather than in the larger context of on-the-job performance. The study of
micro- and macrocognition are complementary. Lab-based studies of microcognition is needed in
parallel with the study of emergent macrocognitive phenomena typically studied in field settings.
Both micro and macrocognitive research findings have implications for the design of
technologies.



Origins of This Community of Practice

Discussions of the origins of the NDM paradigm appear in Klein, et al. (1993), Moon
(2002), and Ross and Shafer (2006). NDM as a community of practice has no formal society, but
is sustained by meetings and common interests. It began with the first conference in 1989 in
Dayton Ohio, at which group of researchers who were studying different domains for different
reasons found a common and seemingly distinctive set of goals and methods. At that meeting,
Judith Orasanu, a leading human factors psychologist at NASA, laid out the key features of the
NDM attempt to “redefine decision making” (Orasanu and Connolly, 1993) through the study of
“real world” decision making by domain experts working at challenging tasks that that are
dynamic, ill-structured, and high-stakes. The 1989 meeting was intended as a workshop to allow
sharing of recent results and interests, but it sparked demand for follow-on gatherings. The NDM
community has met every 2-3 years since then, alternating between North American and
European venues. Each of the NDM meetings has generated a book describing the research and
the ideas of the conference participants (Hoffman, 2007; Klein et al., 1993; Zsambok and Klein,
1997; Flin, Salas, Strub and Martin, 1997; Salas and Klein, 2001; Montgomery, Lipshitz, and
Brehmer, 2005; Schraagen, 2007; Militello, Ormerod, and Lipshitz, 2007; Schraagen, 2008).
Many NDM researchers gather every year as part of the Cognitive Ergonomics and Decision
Making Technical Group within the Human Factors and Ergonomics Society, and at meetings on
Situation Awareness.

What triggered this?

A Study of Firefighters

In the mid-1980s, the US Army Research Institute funded a research project to study
decision making in time-pressured, high-risk settings. This led to a series of studies in which
interviews were conducted with professional urban and forest firefighters (Calderwood, Crandall,
and Klein, 1987; Klein, Calderwood, and Clinton-Cirroco, 1986). In these retrospective
interviews, the participant recounted previously-experienced cases that were rare or that involved
tough, challenging decisions. Participants in these studies included individuals who had about a
decade of experience (i.e., rank of captain or above), and individuals who had only one or two
years of experience as firefighters and no experience as fireground commanders (i.e., they were
newly-promoted lieutenants). In the knowledge elicitation task, the participants recalled cases
from their past experience, described he events in terms of timelines, and answered probe
questions about each decision point on the timeline (e.g., “What information did you need at that
point?,” “What were you seeing at that point?,” “What were your options at that point?”).

The results included information about the experts' actions, goals, and plans. The probe
questioning yielded information about the cues to which the experts attend, and information
about how the cues were linked to causal relations, actions, and plans. Investigators were able to
specify many of the important cues in various types of firefighting situations—something that
had not previously been done to such an extent. Some of the cues and cue patterns that were
revealed were ones that the expert has never explicitly deliberated or specified. For example, in
the initial description of one of his experiences, a firefighter initially explained that he had a
"sixth sense" for judging the safety of a fire ground (i.e., a burning roof). Upon the subsequent
sweep through the retrospective recall, using the probe questions, the expert "discovered” the
perceptual pattern that he relied upon, involving such things as smoke color and the feel of a



"spongy" roof. Another findings was that the experts did not spent much time generating and
evaluating options. Indeed, in this high-pressure decision making situation, the deliberation of
options is not an option: There’s no time. Yet, the experts were able to make good decisions,
many of them at scales including small scale (e.g., where is the seat of the fire?) and larger scale
(e.g., when to call in extra tanker trucks).

A Study of Neonatal Intensive Care Nurses

The experience of nursing instructors had been that proficient nursing skill and
knowledge is difficult for the expert to access and articulate, and operates tacitly in the course of
decision making. In a study conducted by Beth Crandall and her colleagues Crandall and
Calderwood, 1989; Crandall and Gamblian, 1991), a group of 17 expert nurses performed
detailed situation assessments for 24 cases of neonatal sepsis. From their accounts, Crandall, et
al. generated a description of assessment procedures and a list of indicators (perceptual cues and
information from telemetry) of the physiological changes that occur in neonates over the course
of sepsis. Cues included color change (pale tone, grey tone, paleness in extremities), apnea or
brachycardia (frequency of episodes increases over time), and lethargy (patient is sleepy or
listless, limp muscle tone, unresponsiveness). Presumably, all of these important cues had
already been spelled out and thoroughly analyzed in the medical textbooks used in clinical
training. To test this hypothesis, the three leading texts and manuals, and some of the associated
literature in periodicals, were examined for their descriptions of neonatal sepsis in terms of its
critical indicators. The finding was that many of the critical indicators discussed in the medical
literature had not been mentioned at all by the expert nurses during the situation assessment
knowledge elicitation task (e.g., elevated temperature, vomiting, seizures, jaundice).

Furthermore, some of the indicators that were important to the expert nurses were not
mentioned in the medical literature (e.g., muscle tone, "sick" eyes, edema, clotting problems).
Many of the discrepancies hinged on the clinical nurse's ability to detect early signs of sepsis,
that were manifested as cue configurations rather than individual, salient cues. The medical
literature focuses on advanced symptoms. Especially salient was the fact that clinical nurses are
especially sensitive to certain symptom co-occurrences (e.g. the co-occurrence of pale skin tone
with lethargy and apnea). Also, many of the critical cues upon which the clinical nurses relied
involved perceptual judgments and alertness to shifts in the patient's state: "... a nurse would
describe a growing concern as the infant became increasingly limp and unresponsive and as the
infant's color changed from pink to pale to dingy grey over the course of the shift" (Crandall and
Getchell-Reiter, 1993, pp.47-48).

Crandall and Klein (1987b) obtained comparable findings in a study of paramedical
treatment of heart attacks. Cue configurations that paramedics rely upon in diagnosing heart
attacks prior to the onset of the standard symptoms involve skin features (a blue-grey tone, or
loss of pinkness, especially at the extremities; a cold, clammy feel), eye response (glazed,
unfocused, dilated), breathing changes (rapid, shallow breathing), and changes in mental state (a
confused or anxious mental state). In yet a third study modeled after Crandall’s initial research,
Militello and Lim (1995) identified individual cues and clusters of cues experienced neonatal
intensive care nurses rely on to assess an infants risk for necrotizing enterocolitis. In this case,
experienced nurses had learned to watch for indicators of gastro-intestinal distress (i.e., increased
girth, aspirates) coupled with early signs of infection (i.e., poor perfusion, change in activity
level, temperature instability).



These and other findings set the stage for the initial motivation for the NDM paradigm—
a reaction against a paradigm, or community of practice, called “Judgment and Decision-
Making” (JDM).

The “Normative” View of Judgment and Decision Making

JDM, a field with origins in the 1960s, focused on such domains as economics and
business decision-making, and was concerned with discovering whether humans make decisions
in accord with a logical standard for reasoning, such as the optimal strategies prescribed by
probability theory or expected utility theory (Edwards, 1965a). A second line of research focused
on the accuracy (or lack thereof) of judgments, including judgments made by experts (e.g.,
Hammond, McClelland and Mumpower, 1980; Hoffman, 1960; Slovic, 1966). A second line of
research focused on the flip side: Reasoning biases and limitations in the human ability to
evaluate the probabilities of events (Kahneman, Slovic and Tversky 1982; Kahneman and
Tversky, 2000). One of the more consistent findings was that simple linear models equal or
outperform humans, even experts with years of experience, on a wide variety of judgment tasks
(Dawes, 1979; Dawes and Corrigan, 1974; Grove and Meehl 1996; Swets, Dawes, and Monahan,
2000). If one takes the same information that the human has, apply an appropriate weight to each
item of information, and add them up, we get a result that is almost guaranteed to be as accurate
as the human. If one provides the human with more information, the human does not necessarily
get better, and in fact can become more unreliable and less consistent (Stewart, 2001)

The Decision-Analytic Model
According to the Decision-Analytic Model, the good decision maker:

1. Specifies all the objectives, or the criteria for a solution—

2. Lays out all of the alternative actions—

3. Weighs the benefits versus the costs or risks of each alternative ("utility analysis")—
4. Conducts a multiattribute evaluation of the alternatives—

5. Orders the alternatives in terms of their satisfaction of the criteria—

6. Selects one option for implementation—

7. Engages in contingency planning.

This model, or some variation of it, was widely prescribed as being the best method for
conducting the decision-making process (e.g., Janis and Mann, 1977; Raffia, 1986). The general
decision-analytic model is portrayed in the Figure A.1.
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Figure A.1. A depiction of the decision-analytic
model of decision making.

An example of dzcision analysis is a study by Kuipers, Moskowitz, and Kassirer (1988).
Their study also illustrates one of the limitations of the decision-analytic model. The domain
under investigation was medical diagnosis. The medical records of the test case they utilized
permitted a detailed traditional decision analysis, including the construction of a decision tree
involving choice points, such as "perform lung biopsy," and the likelihcods of all of the possible
scenarios based on the evailable data (e.g., the likelihood of the patient surviving a biopsy if a
fungal infection were present). From the likelihoods (calculated on the basis of the medical
literature), the utilities of alternative courses of action could be determined. The decision
analysis was compared to results from think aloud problem-solving protocols in which three
experts analyzed the case.

The results showed that none of the physicians explicitly considered a particular
alternative. Probe questioning revealed that the alternative in question would not have been
considered because it was not clinically appropriate. Furthermore, the experts' reasoning never
really involved a sequence of laying out all the alternatives and then assessing the likelihoods or
calculating the utilities. Rather, the experts "made an initial decision at an abstract level, and then



went onto specify it more precisely” (Kuipers, et al., 1988, p. 193). In the terminology of
decision trees, they moved from the root to a main branch and only considered more specific
alternatives as they proceeded along a particular path or course of action.

According to Janis and Mann (1977, p.11), the failure to engage in a full formal decision
analytic process represents a "defect" in decision-making (e.g., the failure to engage in this
process as a consequence of time pressure will result in the ineffective use of all of the available
information). However, a number of NDM researchers found the attempt to deliberately induce a
decision-analytic procedure could actually interfere with decision-making. Lipshitz (1987), for
example, analyzed the decision-making protocols of military commanders in terms of the
decision analytic model and found that forcing them to engage in a decision analysis distorted
their usual strategies and reasoning sequences, and failed to capture the recognitional aspects of
command decision-making.

The Rallying Point

In the 1980s, some researchers began to react against the JDM line of work, in part
because the work was perceived as expressing a fairly negative view of human cognition.

* People tend to seek evidence that confirms hypotheses and do not look for disconfirming
evidence.

* People are unreliable and inconsistent.

* People are said to only consider one or two hypotheses at a time.

* People’s judgments of event likelihood are biased by recency, salience, and other factors.

The decision-analytic model, especially its prescriptive nature, became a target for
criticisms: "Decisions are not made after gathering all the facts, but rather constructed through an
incremental process of planning by successive refinement" (Beach and Lipshitz, 1993, p.21).
Furthermore, the decision-analytic model focuses on a final point in the problem-solving process,
the moment of choice at which "a decision" is made (cf. Berkeley and Humphreys, 1982). Yet, a
new wave of research, using what we would now say was CTA-CFR methods, suggested that
problem-solving in real world (versus academic laboratory) contexts involves a number of
decision-like points along a timeline, points at which actions are taken and where options existed
but there is no concurrent evaluation of options, no single "choice" (cf. Hoffman and Yates,
2005; Isenberg, 1984; Lipshitz, 1989). The only thing that "...makes [an action] a 'decision' is
that meaningful options do exist and that the decision maker can articulate them if necessary"
(Klein, 1989, p.66).

Illustration of “Naturalistic” Decision Making

A study that illustrates how real-world decision-making can rely on a strategy quite
different from the decision-analytic strategy is a project conducted by Nancy Pennington and her
colleagues (1981; Pennington and Hastie, 1981, 1988, 1993) on juror decision-making. During
the course of a trial, jurors are confronted with a great deal of information, information that can
be rich in its implications. Pennington and her colleagues investigated what happens in the
reasoning of jurors during trials, and found that a majority of their time is spent creating story-
like explanations of the causal events, integrating the evidence and the perceived intentions of



the participants in the events—and this the jurors must do since evidence is presented in a
piecemeal, scrambled sequence. Sometimes jurors will conceive more than one possible story or
schema, but they usually settle on one as being more coherent (complete, consistent, plausible).
One of the consequences of this reasoning strategy could be tested empirically by engaging
research participants (college students who participated in mock trials) in a recognition task
involving statements that might, or might not, have actually been presented in evidence. Jurors
were more likely to falsely recognize statements if they fit their own constructed story schemas
(Pennington and Hastie, 1988).

A judge's final instructions to a jury present jurors with a set of mutually-exclusive
alternative decisions, and the task for the jurors is to attempt to match their story-explanations to
one of the permitted alternative decisions. Another implication of the juror decision strategy
could be tested by comparing the verdict of a juror to that juror's story schema. Jurors who chose
different verdicts had constructed different stories and there was a distinct causal configuration
to each story structure that mapped to each of the verdict categories. In another experiment,
mock trials were composed such that witnesses would present evidence in such a way as to
describe the unfolding of the events—the evidence could be presented as a coherent story rather
than piecemeal across witnesses or evidence categories. Participants were more likely to render a
verdict of guilty if the prosecution's case had been presented in story order, and were the least
likely to render a guilty verdict if the defense evidence had been presented in story order. The
model that Pennington adduced—which she called "explanation-based decision-making"—
places greatest weight on the process of reasoning about evidence as it is gathered, rather than on
the evaluation of evidence in a decision-analytic fashion after it has all been gathered.

Additional Rallying Points

The blossoming research on expertise in the 1980-90s, and Klein and Crandall’s research
on experts seemed to be painting a different picture from that painted by JDM.

Decision Making Under Pressure

The research was suggesting that the JOM approach was incomplete—the deliberation of
options was simply not possible in time-critical domains, and in any event did not seem to
describe what actually occurs in cognition during time-critical decision-making. Experts rarely
reported considering more than one option at a time (Klein, Calderwood, and Clinton-Cirroco,
1986). In domains involving time-pressure it is literally impossible for the decision maker to
conduct a formal generation and evaluation procedure. Zakay and Wooler (1984) trained
participants in a decision-analytic strategy and found that problem solving could proceed
effectively using the strategy if there were no time pressure. But if even moderate time pressure
was imposed, the strategy was not beneficial. Over trials, the decision-analysis strategy was
truncated and adapted, and eventually replaced by a more "heuristic" strategy (see also Payne,
Bettman, and Johnson, 1988).

Decision Making on Unfamiliar Problems

Research suggested an explanation of why people are bad at decision analysis. Many
studies had shown that people are not very good at either generating lists of options or at



systematically evaluating options (e.g., Gettys, Fisher, and Mehle, 1978; Pitz and Sachs, 1984).
Choices and decisions are not systematically based on the notions of utility and optimization
(Fischhoff, Goitein, and Shapira, 1982; Simon, 1955). Furthermore, when people are forced to
engage in a decision analytic strategy, their evaluations can be subject to strong context effects,
and judgments of uncertainty are insensitive to such things as the prior likelihoods of events or
outcomes (Fischhoff, Slovic, and Lichtenstein, 1979; Lichtensetin, Fischoff, and Phillips, 1982).
The view of NDM was that such results are to be expected when people (mostly, college
freshmen) are confronted with artificial problem puzzles, or probability-juggling tasks. The same
sort of thing can occur when domain experts are presented with problems that fall outside their
domain. In a clever experiment by Tyzska (1985), experienced architects and car designers
worked on two problems, one involving choosing an apartment and one involving choosing a
car. The architects spent more time using a strategy reminiscent of decision-analysis on the car
choice problem, the car designers on the apartment choice problem. When confronted with
problems outside their skill set, how could they do anything but a decision-analysis like process,
that is, an evaluation of individual courses of action and their costs or benefits (Klein, 1989)?

Missing the Forest for the Trees

Another debate arose concerning the assessment of proficiency in terms of the "hit rate"
or correctness of final decisions, an approach common to studies in the paradigm of JDM
(Hoftman, et al., 1995). Part of the motivation for the study of hit rates is to support the use of
statistical analysis, at least for purposes of diagnostic evaluation of decision-making skill. In
linear statistical modeling, which we mentioned earlier in this Chapter, the important features or
dimensions of analysis are specified, and their values mapped onto a simple measure of outcome.
Analysis of cases reveals weightings for the variables, which serve to specify the regression
equation. The predictions of the linear model are then compared with the predictions of domain
experts for a set of test cases.

[t has been argued that linear modeling ignores all the richness of proficient knowledge
and skill. Whether statistical prediction outperforms human prediction can depend critically on
the task, the experience level of the decision maker-participants, and the amount and kind of
contextual information that is available to the decision maker. A simple linear model, for
example, cannot take "broken leg" cues into account. This interesting nomenclature comes from
the example of the personality assessment device used to predict whether a John Doe of some
particular personality type or lifestyle would go to the movies some time during the next month.
The model cannot take into account the consequences of John having just broken a leg. A human
(expert or not) could. Whether hit rates are a useful measure for certain purposes (or not), the
focus on hit rates, argue NDM researchers, ignores nearly everything else that is important about
expertise—perceptual skills, knowledge, and context-sensitivity, and their relation to proficient
performance.

The “Inherent Predictability” of Events

Some research had shown that linear regression equations can outperform human expert
(Dawes, 1979), even when the expert insists that the problems are complex. However, this
finding has generally obtained for domains in which the expert's task is to predict either
individual human behavior (e.g., diagnosis in clinical psychology, prediction of recidivism by



parole officers), or stochastic aggregates of human behavior (e.g., the stock market, prediction of
economic trends), and for tasks involving a lack of feedback, the assessment of dynamic
situations, and a lack of decision aids (Shanteau, 1988, 1992). Stewart (2001) argued that the
fallibility of judgment, including expert judgment, is linked to the inherent predictability of
events:

Predictability determines the maximum possible accuracy of
judgments (either predictions, prognoses, or diagnoses), given
currently available information. Predictability can be reduced
either by inherent randomness or by inadequate or imprecise
information, or both. Clearly, problems differ with regard to
predictability. Predictability is important not only because it is a
ceiling on the potential accuracy of judgment, but also because it
affects the reliability of judgments (Stewart, personal
Communication, 2004).

People tend to respond to less predictable environments by behaving less consistently
(Brehmer 1978; Camerer 1981; Harvey 1995). From this, Stewart predicted that there will be
greater disagreement among expert judgments for less predictable events, and that the
performance gap between (perfectly reliable) mathematical models and (less reliable) human
Jjudgment will increase as inherent predictability decreases. These predictions were supported in
a meta-analysis of studies that compared humans with linear predictive models. Stewart,
Roebber, and Bosart (1997) found that for high-predictability tasks (e.g., weather forecasters’
predicting precipitation or temperature), the performance of humans nearly equaled that of
models, and there was close agreement among experts. For low predictability tasks—
pathologists predicting survival time for patients who had died of Hodgkin's disease (Einhorn,
1972) and clinical psychologists judging psychosis or neurosis in patients (Goldberg, 1965)—the
performance of the best judges nearly matched a linear model, but there was a greater downward
range of performance, so most experts performed worse than linear models.

The NDM Paradigm Defined
NDM came to be defined as a paradigm involving:

1. A focus on the examination of decision-making in "everyday" situations, both routine and
non-routine situations, both simple and complex,

2. A focus on decision making by experienced, knowledgeable individuals.

3. The examination of decision-making in "real world" job contexts anchors NDM in the study of
decision-making in domains that are especially important to business, government, and society at
large.

These features distinguish NDM from traditional academic psychology, not because
NDM work must take place in "the field" (although it often does); not because NDM work looks
only at domains of practice that are important to business, government, and society (even though
much of it does); not because laboratory research must eliminate all real-world complexity (it
need not); not because NDM research always involves looking at experts (though it often does).



Rather, NDM is distinguished because traditional academic research tends to utilize simplified,
artificial context-free problems, artificial tasks that occur only in the laboratory, and college
undergraduates who serve, more or less willingly, as “subjects” in cognitive research.

Taken together, these foci serve to outline the interests of most NDM researchers,
interests in such topics as "ill-structured" problems and domains, reasoning in uncertain and
dynamic environments, reasoning in situations where goals come into conflict, reasoning under
stress due to time pressure and high risk, and team or group problem-solving (see for example,
Beach, et al., 1997; Christiansen-Szalanski, 1993; Cohen, 1993; Flin, et al., 1997; Hammond,
1993; Klein, 1993; Klein, Orasanu, Calderwood, and Zsambok, 1993; Miller and Woods, 1997;
Orasanu and Connolly, 1993; Woods, 1993; Zsambok and Klein, 1997). Hence, reports at the
NDM conferences have involved, for example, studies of medical reasoning, of the skills of
fighter pilots, of the use of cognitive tasks analysis and other methods to reveal the knowledge
and skills of experts, etc. One goal of NDM research is to discover how people actually make
real decisions in real situations. The goal is not to mold human decision-making into normative
or prescriptive models (such as the decision-analytic model) (Cohen, 1993).

Even the fundamental concept of the "decision” is brought into question (Hoffman and
Yates, 2005). 1t is not regarded as a thing that is “made,” as a single point that is somehow
especially privileged in the analysis of problem-solving. Rather, problem-solving is described in
terms of the dynamic assessment of situations and the incremental refinement of awareness and
action plans. This resonates with the work of Jens Rasmussen and his colleagues (Rasmussen,
1993, p.171), which regards decision-making as a continuous control task rather than the
resolution of individual conflicts (see Chapter 10).

A goal of NDM research is to generate methods and technologies that would be useful in
supporting the effective exercise of expertise and the preservation and dissemination of
expertise. We turn now to a discussion of those methods.

Cognitive Task Analysis Methods that Have Emerged from the NDM Paradigm

Klein's early research (Klein, 1982, 1987; Klein and Weitzenfeld, 1982; Weitzenfeld and
Klein, 1979) was on analogical problem-solving by avionics engineers. 1n the "comparability
analysis" procedure that the engineers follow, the reliability and maintainability of new aircraft
components or systems are predicted on the basis of historical data about functionally or
structurally similar components on older aircraft. Klein and Weitzenfeld had expert avionics
engineers perform this familiar task for some test cases (e.g., the specifications for the hydraulics
system on a new airplane). As the experts conducted a comparability analysis, they were
prompted with a set of pre-planned interview questions. The results were clear: In this task,
reasoning by analogy was built-in. That is, new cases were solved by comparison to past cases.

Assuming that this style of reasoning would not be unique to avionics engineering, Klein
and his colleagues went on to study other domains.

Evaluation and Refinement of the Critical Decision Method

Earlier in this chapter we summarized the seminal studies on fire ground commanding
and the key findings of those studies. 1n those and subsequent studies, the method of structured
retrospection was refined and tested further. The method was related to the “critical incident
method” that had been used for some time by human factors psychologists and others, especially



in the retrospective analysis of accidents (e.g., Flannagan, 1954). Klein et al found that asking
for the recall of critical incidents tended to trigger the recall of cases in which lives or property
had been lost and did not necessarily involve situations in which expert skill or knowledge had
been put to the test. Thus, refinements of the knowledge elicitation method involved focusing on
critical decisions since it appeared that the recall and analysis of non-routine cases can be a rich
source of data about proficient performance (Klein, Calderwood, and MacGregor, 1989, p.465).
Hence, Klein et al. dubbed their method the "Critical Decision Method" (CDM).

Unlike in the critical incident procedure, where the recall and the recalled events are
relatively close in time, in CDM procedures events will be recalled well after they actually
occurred. A study of forest firefighters (Taynor, Klein, and Thorsden, 1987) explored the effects
of such delay. An elicitor conducted the interview procedure with a number of experts shortly
after each of a number of critical incidents. A subset of the incidents was again assessed in a
second interview procedure conducted five months later. A coder who was not present during the
initial procedure conducted a detailed content analysis for the second run of the procedure. The
resulting reliabilities across experts of the identified timeline decision points averaged at about
82%, with a range of 56% to 100% over elicitors. This finding suggested, as one would expect,
that completeness and accuracy of event recall varies from expert to expert over time.

Another validity check involved having more than one coder specify a timeline based on
selected transcripts from randomly-selected event recall sessions. For the validity check in the
study of urban firefighters, one coder had been the elicitor in the original sessions, and during
those sessions he had developed his initial scheme for coding the decision points in the domain.
The second coder was unaware of the scheme and had not been present during the initial
interviews. The two judges agreed in their identification of between 81 and 100 percent of the
decision points in four selected event recall transcripts. Disagreements reflected the tendency of
the new coder to identify too many statements as decision points. This finding suggested that the
method can be sensitive to the domain knowledge of the elicitor/coder. This too is to be
expected, and would obtain for any knowledge elicitation method especially when the data are
analyzed by a judge who is relatively unfamiliar with the domain.

The validity check involved not just assessing inter-judge reliability in the identification
of decision points, but also reliability in the classification of decisions. Decisions in this domain
had been classified into five basic categories, and the same two judges used this category scheme
to independently code the decisions. The rate of agreement was about 67%, and although this
was above statistical chance, it indicated that coders had difficulty in making unambiguous
judgments at this level of detail. Recalculation of "essential agreement" was based on the fact
that some categories of decisions were conceptually similar. This yielded an agreement rate of 87
percent.

A similar assessment of the reliability of the classification of decision strategies was
conducted for the earlier forest fire fighting study. Again, two independent judges, one of whom
had been the elicitor, classified the decision strategies involved in 18 decision points. Overall, for
five coding categories the rate of agreement was 74%, with essential agreement being 89 %.

The findings concerning reliability in the classification of decisions suggest, as one
would expect, that any highly fine-grained analysis of decisions or strategies will depend to
some extent on the ontology preferred by the analyst. Another general conclusion is that experts
love to tell stories. Indeed, in some cases practitioners learn on the job by sharing their "war
stories," and even report they learn more that way than through their formal instruction (as
illustrated by Orr's 1985 study of photocopier technicians). Providing structure and guidance to



story-telling permits the interview process to flow more naturally, like a dialogue. Klein, et al.
have reported that this is essential in maintaining the expert's cooperation and interest:

Our goal was to focus the expert on those elements of the incident that
most affected decision-making and to structure responses in a way that
could be summarized along a specified set of dimensions while still
allowing the details to emerge with the [expert's] own perspective and
empbhasis intact (Klein, Calderwood, and MacGregor, 1989, p.465).

The CDM probe questions are designed to elicit information that is specific and
meaningful: strategies and the basis for decisions, and the perceptual cues on which the
decision-maker relies—types of information that were not ordinarily the focus in either
laboratory research on expertise or applied knowledge elicitation projects.

Although the CDM was created and refined during the era of expert systems and the
rising interest in Expertise Studies, the CDM was not intended to be used solely for knowledge
elicitation for the study of experts or for the development of expert systems. It was also
envisioned as a technique to support training and instructional design, and to support the
preservation of corporate experience: "Organizations suffer when they do not properly value
their own expertise and when they loose skilled personnel without a chance to retain, share or
preserve the knowledge of people who retire or leave” (Klein, et al., 1989, p.471). Indeed, Klein
(1992) carried this attitude over to knowledge-based systems, regarding the technology not just
as a set of tools for use as decision aids, but also as a tool to support the capture, preservation,
and dissemination of the knowledge, skills, and experience of experts. Klein’s seminal paper
(1992) on “preserving corporate memory” helped usher in a wave of interest in what is now
called knowledge management (cf. Brooking, 1999; O’Dell and Grayson, 1998).

The most detailed reviews of of the CDM can be found in Crandall, Klein, and Hoffiman
(2006), Hoffman, Crandall, and Shadbolt, (1998), Klein (1987, 1993¢) and Klein, Calderwood,
and MacGregor (1989). Crandall, Klein and Hoffman (2006) provide a detailed protocol for
conducting the CDM procedure.

A second empirical method that stemmed from the NDM research is called the
"Knowledge Audit."

The Knowledge Audit

This procedure (Klein and Militello, in press; Militello and Hutton, 1998) is based on the
psychological research on expertise (see Chi, Feltovich, and Glaser, 1981; Ericsson and Smith,
1991; Hoffman, 1991; Klein and Hoffman, 1993), which has demonstrated the important
cognitive factors or knowledge categories that distinguish novices from experts:

* Experts possess an extensive knowledge base, that is conceptually-organized around
domain principles and that makes diagnosis and prediction possible.

* Experts are more effective at forming initial mental models of a problem situation, and
are more effective at achieving and maintaining a high level of "situation awareness."

* Experts possess better metacognitive skills—they know how to manage information,
what inferences to make, how and when to apply principles, how and when improvise,



how to compensate for equipment or display limitations, how to recognize anomalies, and
SO on.

* Experts are more effective at prioritizing their activities during multitasking situations.

The Knowledge Audit interview attempts to get directly at these aspects of expertise. In other
words, the purpose of the Knowledge Audit is to determine what distinguishes experts from non-
experts in a particular domain or task within a domain, including: diagnosing and predicting,
situation awareness, improvising, metacognition, recognizing anomalies, and compensating for
technology limitations. The goal of the Knowledge Audit is not to demonstrate the importance
of these factors. Rather, the goal is to identify the specific things that experts in a given domain
need to know and skills they need to possess.

The Knowledge Audit procedure is useful as the very first interview in a cognitive
engineering project, since it results in a data set that points the researchers to the important
domain knowledge and other consisting of incident analyses in which the salient differences
between practitioners of differing levels of proficiency (i.e., expert-journeyman-trainee
differences). The Knowledge Audit can also be used to study cognitive styles. An example is a
study by Pliske, Crandall, and Klein, (2000) in a study of USAF weather forecasters. Like the
CDM, Knowledge Audit probe questions focus on the recall of specific, lived experiences. They
do not ask for reflection on generic knowledge or skills. Examples for the forecasting study
appear in Table A.1.

Table A.1. Probes used in the study of weather forecasting by Pliske, et al. (2000).

Probe Knowledge/skill of interest

Can you recall and discuss some experiences where part of a | Skill at perceiving cues and
situation just "popped" out at you; where you noticed things | patterns
that others did not catch?

Have there been times when you walked into a situation and | Skill at situation assessment
knew exactly how things got there and where they were

headed?
Can you recall past experiences in which you: Metacognition  skill,  the
* Found ways of accomplishing more with less ability to think critically about
* Noticed opportunities to do things better one's own thinking.
* Relied on experience to avoid being led astray by the
equipment

Pliske, et al. interviewed a total of 65 forecasters (of varying degrees of experience).
Next, the researchers engaged in a multi-trial sorting task in which they reached a consensus on
categories of the reasoning styles they had observed. These categories focused on the forecasters’
overall strategic approach to the task of forecasting, their strategy in the use of computer weather
models, their process in creating forecasts, their means for coping with data or mental overload,
and their metacognition. The categories they identified were dubbed "Scientist," "Proceduralist,"
"Mechanic," and "Disengaged.” Features of the styles are presented in Table A.2.



Table A.2. Features of the four main reasoning styles observed in weather forecasting by Pliske, et

al., (2000).

AFFECT |

SKILL [

ACTIVITIES

They tend to have had a wide ran

SCIENTIST

¢ of experience in the domain. including experience at a variety of scenarios.

They are often "lovers" of the domain.
They like to experience domain events
and see patterns develop.

They are motivated to improve their
understanding of the domain.

They possess a high level of pattern-
recognition skill.

They possess a high level of skill at
mental simulation.

They understand domain events as a
dynamic system.

Their reasoning is analytical and
critical.

They possess an extensive knowledge
base of domain concepts, principles,
and reasoning rules.

They are likely to act like a Mechanic
when stressed, or when problems are
easy.

They can be slowed down by hard or
unusual problems.

They show a high level of flexibility.
They spend proportionately more time
trying to understand the weather problem
of the day, and building and refining a
mental model of the weather.

They possess skill at using a wide variety
of tools.

They are most likely to be able to engage
in recognition-primed decision-making.
They spend relatively little time
generating products since this is done so
efficiently.

PROCEDURALIST

Typically, they are vounger and less experienced.

Some are lovers of the domain.

Some like to experience domain events
and see patterns develop.

Some are motivated to improve their
understanding of the domain.

They are less likely to understand
domain events as a complex dynamic
system.

They see their job as having the goal of
completing a fixed set of procedures,
but these are often reliant on a
knowledge base.

Their knowledge base of principles of
rules tends to be limited to types of

events thev have worked on in the past.

They spend proportionately less time
building a mental model and
proportionately more time examining the
computer model guidance.

They can engage in recognition-primed
decision making only some of the time.
They are proficient with the tools they
have been taught to use.

MECHANIC
They sometimes have vears of experience.

They are not interested in knowing more
than what it takces to do the job; not
highly motivated to improve.

They see their job as having the goal of
completing a fixed set of procedures,
and these are often not knowledge-
based.

They possess a limited ability to
describe their reasoning.

They are likely to be unaware of factors
that make problems difficult.

They spend proportionately less time
building a mental model and
proportionately more time examining
the guidance.

They cannot engage in recognition-
primed decision making.

They are skilled at using tools with
which they are familiar, but changes in
the tools can be disruptive.

DISENGAGED
They sometimes have years of experience.

They do not like their job.
They do not like to think about the
domain.

They possess a limited knowledge base
of domain concepts, principles, and
reasoning rules.

Knowledge and skill are limited to
scenarios they have worked in the past.
Their products are of minimally-
acceptable quality.

They are likely to be unaware of factors
that make problems difficult.

They spend most of the time generating
routine products or filling out routine
forms.

They spend almost no time building a
mental model and proportionately much
more time examining the guidance.
They cannot engage in recognition-
primed decision making.

These categories were heuristic, intended to inform the creation of decision aids and other
technologies, so that they may “fit” each of the styles that were observed. Pliske, et al did not




claim that this set is exhaustive, that all practitioners will fall neatly into one or another of the
categories, or that similar categories would be appropriate for any other given domain. The
analysis of reasoning styles has to be crafted so as to be appropriate to the domain at hand.

Another method of cognitive task analysis that is associated with the NDM community of
practice is Goal-Directed Task Analysis (GDTA).

Goal-Directed Task Analysis

GDTA is a form of structured interview that uses probe questions to conduct a top-won
analysis of work (see Endsley, 1993, 1995ab; Endsley and Bolte, 2003). GDTA attempts to
obtain detailed knowledge of the goals the decision maker must achieve, and the information
requirements for working towards those goals. As we will show, GDTA analyses are hierarchical
in form, but even though GDTA might be seen as a form of Hierarchical Task Analysis, the
historical origins are distinct and the two approaches have differing focal points. HTA begins by
stating a goal that a person has to achieve. This is re-described into a set of sub-tasks and a plan
(or plans) for conducting the tasks. The unit of analysis for HTA is the sub-task specified by a
goal, activated by an input, attained by an action, and terminated by feedback (p. Annett, 2003).
In describing each subtask, many attributes of that subtask are laid out, including the goal. Thus,
HTA is a goal-relevant analysis of tasks rather than an analysis of goals themselves (see also
Kirwan and Ainsworth, 1992). In other words, the two techniques highlight different, but equally
important aspects of decision making (Chow, 2007). HTA primarily focuses on actions or
behaviors, while GDTA primarily focuses on perceptions (of whether goal states are attained or
not). HTA analyses tasks in the context of the task goals, whereas GDTA analyses the goals
themselves (Chow, 2007). (There is some circularity here, of course, since many descriptive
statements of goals can be regarded as descriptions of high-level tasks, and vice versa. As we
pointed out in Chapter I, the word "task" is often understood as actions intended to achieve
certain goals.)

A second key difference between HTA and GDTA is that in HTA it is assumed that
higher-level goals are typically achieved through teamwork and lower level goals through
individual work (Annett, 2000, p.34). In GDTA, the focus is generally on the individual worker,
"... determining what aspects of the situation are important for a particular operator’s situational
awareness... In such analysis, the major goals of a particular job class are identified along with
the major subgoals necessary for meeting each of these goals” (Endsley and Garland, 2000, pp.
148-149). This description suggests that the operator is identified first, followed by identification
of the goals that are assigned to this operator. (In a third approach, which Renee Chow and her
colleagues refer to as "Hierarchical Goals Analysis," the first step is to identify and
decompose goals for the entire system, before any goal is assigned to any one decision maker,
team, etc.; Chow, 2007).

Unlike some forms of task analysis, GDTA does not assume that tasks can always be
defined as strictly sequential or linear sequences actions. It does not assume that jobs can be
defined as a lock-step series of procedures or even as hierarchies of branching dependencies.
Rather, GDTA takes as its starting point the fact that in complex cognitive systems, situation
awareness involves a constant juggling back and forth between multiple and sometimes
conflicting goals, on the one hand, and the processing of information in ongoing situations, on
the other hand. In other words, the goals people work toward, and the action sequence
alternatives they chose, are dependent on context.



In a GDTA, the major goals of a particular job class are identified first. When one asks
domain practitioners what one of their main responsibilities is and what their immediate goals
are in conducting it, the reply is often couched in terms of the technologies with which they have
to work, the "environmental constraints" on performance (Vicente, 2000). Thus, as a
hypothetical instance in weather forecasting, the practitioner might say,

Well, I have to determine the valid interval of the model initialization,
but to do that [ have to access the last model run using the AWPIS
system here, and then compare that to the following model run's
initialization. Things might have gotten tweaked or biased. . .

At that point the analysts interjects: "No, what is it that you really are trying to accomplish?"
and it invariably turns out that the "true work" that has to be accomplished falls at a more
meaningful level, the knowledge level if you will, perhaps something like,

Well, I want to know is COAMPS is the preferred model of the day or if
the ensemble models are beating it up. That will tell me how much to
trust the forecast low here in the southwest.

[t is this clear focus on the meanings of goals and task activities that perhaps distinguish
GDTA analysis from some other forms of cognitive task analysis. An example GDTA diagram
appears in Figure A.2.

Pravide advance waming ot hazardous
weather with suffickent lead time to wamn
citizens

1.0 Anticipate impact 2.0 Evaluale the
of weather threat

2.1 Assess severty
of the threat

3.0 Assess the need
fo issue a waming

1.1 identity potentially
threatening weather

2.2 Determine type(s)
of threat(s) maost likely

2.3 Assess valldity ot
the concepiual model

Figure A.2. An example of a GDTA diagram.
(Courtesy of Mica Endsley, SA Technologies, Inc.)




The analysis then moves on to specify the major subgoals necessary for meeting each of
the major goals. The major decisions that need to be made are identified for each subgoal. Also
specified are the information requirements for decision making—the information needed for the
human to maintain good "situational awareness." Subgoal requirements often focus not only
what data the human needs, but also on how that information is integrated or combined to
address each decision. This provides a basis for determining what meanings the operator needs to
derive from the data. In the Figure A.2 example, information requirements for subgoal 1.1
(identify potentially threatening weather) would include the location of high and low pressure
regions, the energy available for convection, winds at various heights in the atmosphere,
evidence of lifting (sea breeze, surface heating), and so on.

One sees here that GDTA is similar to Hierarchical Task Analysis, which was developed
in task analysis and Human Factors from the 1960s through the 1980s. The advance over
"traditional" task analysis represented by HTA was the realization by Human Factors
psychologists that new jobs created by new technologies could not be described as liner
sequences of activities. Rather, there are contextual dependencies and choice points—which
mean that one needs hierarchical representations that describe task branchings, or stated in
another way, goal/subgoal relationships (Drury, et al., 1987).

One way of understanding GDTA is to see it as a method that is complementary to the
CDM procedure. In the CDM the domain practitioner is guided in retrospecting about particular
past experiences, previously encountered tough cases. In the GDTA the practitioner is guided in
discussing their goals in a generic sense, not necessarily tied to particular experiences or past
cases. The GDTA does not seek to generate an event sequence according to a timeline. Nor does
it attempt to capture invariant goal priorities, since priorities change dynamically and vary across
situations. In the CDM the practitioner will almost of necessity describe previous cases in terms
of the actual work that was performed using the tools and technologies that were available. But
in both the CDM and GDTA seek to describe the "true work" divorced from particular
technologies. For instance, one might ask a weather forecaster:

"What do you have to do when thunderstorms are approaching?"
At which point the practitioner might say,
"[ have to take data from the Warnings and Alerts System and
reformat it to input it into the Pilot Information System because the
data fields are different and have different parameters"
At which point the interviewer would say,
"No, what are your goals, what do you have to accomplish?"

And at that point the practitioner might say,

"Well, [ basically have to let the pilots know that they will be
entering rough weather."




The idea is to cut through the actual work and perceive the true work in terms of the goals
that have to be accomplished. The GDTA focuses on what information decisions makers would
ideally like to know to meet each goal, even if that information is not available given current
technology. Additionally, the particular means a practitioner uses to acquire information are not
the focus since methods for acquiring information can vary from person to person, from system
to system, from time to time, and with advances in technology. Once this information has been
identified, current technology can be evaluated to determine how well it meets these needs, and
future technologies can be envisioned that might better take these needs into account.

NDM research has contributed to theory as well as to method.

Theoretical Contributions of NDM

NDM has advanced many ideas about cognition and reasoning. We describe two main
theoretical contributions. One extends the classical psychological notion of recognition into the
analysis of cognitive work and the other extends the classical psychological notion of attention.

From the Notion of Recognition to An Integrated Model of Proficient Reasoning:
Recognition-Primed Decision Making

As we explained above, the normative decision-analytic model of decision-making
became a target for criticism because in domains involving time-pressure it is impossible for the
decision maker to conduct a procedure expressing the costs and benefits of all the alternative
courses of action (cf. Orasanu and Connolly, 1993; Beach and Lipshitz, 1993; Cohen, 1993a,b).
Through the 1980s a number of researchers in the NDM movement developed new models of
decision-making (for a review, see Lipshitz, 1993). A number of researchers who had been
studying decision-making in applied contexts for years (e.g., Ken Hammond, Jens Rasmussen)
had also concocted models that were embraced by the NDM paradigm (Hammond, 1993;
Rasmussen, 1993). These models converge in a number of respects (Lipshitz, 1993). They were
all based on:

* Appreciation for the fact that decision-making in real-world contexts is not a single
process, but comes in a variety of forms involving differing strategies and differing
sequences of mental operations,

* Appreciation for the effects of context and the important role of situation assessment in
problem-solving in real-world situations,

* Appreciation of the role of mental simulation in the medium of mental imagery, or what
cognitive scientists were calling "mental modeling,"

* Rejection of the notion that real-world decision-making culminates in a particularly
critical event that can be isolated and called "the decision point," and,

* The belief that prescriptions for effective problem-solving and effective support for
decision-making come not from formal analytical idealizations but rather from a solid
empirical descriptive base that comes from field research, including studies of experts,
rather than the traditional academic laboratory.

Dovetailing with research on decision-making under time pressure (e.g., Payne, Bettman,
and Johnson, 1988; Zakay and Wooler, 1984), Klein, et al. found that most of the critical



decisions were made within less than a minute from the time that important cues or information
became available. (All of the longer decisions were for cases where the fire emergency itself
lasted for days). But the most striking finding was:

[HJow rarely we found any evidence that the fireground commanders
attempted to compare or evaluate alternatives at all. In only 19% of the
decisions was there evidence of conscious and deliberated selection of one
alternative from several. (Almost half of these were from an incident
where [experience] was low and time pressure minimal)... Most
commonly, the fireground commanders claimed that they simply
recognized the situation as an example of something they had encountered
many times before and acted without conscious awareness of making
choices at all. Phrases such as "I just did it based on experience," and "It
was automatic” were the most frequently encountered (Klein, 1989, p.2).

The experts were probed repeatedly about alternative options, to no avail: "Look, we
don't have time for that kind of mental gymnastics out there. If you have to think about it, it's too
late" (expert quoted in Klein, 1989, p.3). The experts seemed to make decisions on the basis of a
process of matching a current situation to a course of action. Sometimes this could be expressed
in terms of a comparison to previously encountered situations, but only incidentally on analogy
to particular past cases (e.g., a fire involving a billboard on a rooftop brought to mind a past case
involving a billboard). Rather, matching seemed to be to what might be called memory schemas
or prototypical cases, and when a given situation departed from the typical, the expert's situation
assessment changed and there was a change of plan. This had strong implications, for it
suggested that problem solving and decision-making are not always distinct or separate
activities, as implied (if not mandated) by the traditional decision-analytic model, as depicted in
Figure 9.2 above. Furthermore, it suggested that real-world decision-making is not a process of
"optimizing" or finding the best solution, but a process of "satisficing" or rapidly finding an
effective solution (after Simon, 19553).

Klein, et al. referred to this as "recognition-primed decision-making" (RPD). According
to the RPD model, the decision maker spends most of his/her time evaluating situations rather
than evaluating options. Acceptable courses of action are determined without conscious
deliberation and evaluation of alternatives (or at least, they are comprehended very rapidly).
Commitments are made to courses of action even though alternative courses of action may exist.
Experts performing under time pressure rarely report considering more than one option. Instead,
their ability to maintain situation awareness provides the decision-maker the important cues,
provides an understanding of the causal dynamics associated with a decision problem, and
directly suggests a promising course of action, which in turn generates expectancies (Klein,
Calderwood, and MacGregor, 1989, p.463).

The initial RPD model is depicted in Figure A.3.
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Figure A.3. The initial RPD model.

According to Klein and his colleagues, the RPD model seemed to apply not only to their
own results, but results of other research on decision-making under time pressure. For example,
even the classic on expertise in chess (De Groot, 1978)—regarded as a classic in cognitive
science—converged with the criticisms of the decision-analytic model. Chess masters, when
confronted with game boards, usually, and rapidly, identify the best move or strategy as the first
one they think of; whereas novices are more likely unable to generate the best options, let alone
generate them first (Klein, Wolf, Militello, and Zsambok, 1995). Studies on what happens when
a decision-analytic strategy is induced and the time pressure is brought to bear showed that the
strategy breaks down, and gives way to what some have called a more "intuitive" approach
(Howell, 1984; Zakay and Wooler, 1984; see also Hammond, Hamm, Grassia, and Pearson,
1987). In a study of urban firefighters (Klein, et al., 1987), both more (11 years) and less (1
year) experienced fireground commanders participated. Results from the CDM showed that:

* Both groups relied heavily on situation assessment and RPD, but it was the less
experienced practitioners who were more likely to deliberate over and evaluate
alternative options or courses of action.

* The recognition-priming strategy was more frequently utilized by the more proficient
practitioners.

* The recognition-priming strategy was more frequent even at non-routine decision
points—places where one would expect it to be more likely that one might find evidence
of concurrent evaluation, and,



*  When experts did engage in deliberation, it was more likely to involve the deliberation of
alternative situation assessments rather than alternative options.

The finding that less experienced decision makers were more likely to engage in an
analytic process was striking since it had been hypothesized (e.g., Beach and Mitchell, 1978;
Hammond, Hamm, Grassia, and Pearson, 1984) that people with more experience would be more
likely to rely on a decision-analytic strategy. So it seemed that the decision-analytic model is less
a model of actual expert problem solving than a model of apprentice (or junior journeyman)
problem solving. If one is a novice, apprentice or junior journeyman in a task domain (that is, if
one is still largely still “in-training”), then there is no way he or she can engage in a recognitional
strategy. Some found these findings and conclusions to be disconcerting:

Recognitional models may not be as satisfying as analytic models.
One of the difficulties of coming to grips with a recognitional
model is that so much of the important work is done out of
conscious control. We are not able to become aware of how we
access the memories or recognize patterns. This can be frustrating
for applied researchers who would like to teach better decision-
making by scrutinizing and improving each aspect of the process.
In contrast, analytic models of decision-making offered the
promise of bringing into the open the major tasks of evaluating
options. The only thing hidden was the generation of the options
themselves, and the antidote here was to generate them as
exhaustively as possible (Klein, 1989, p.59).

Klein (1989, 1993) described the human, domain, and problem features that would
support, induce, or even require a decision-analytic or concurrent evaluation strategy, as opposed
to an RPD strategy:

* Less experienced decision makers,

e Unfamiliar tasks,

* Tasks involving data that are abstract or alphanumeric,

* Tasks that include steps that depend upon computation or involve a mandated formal analysis
or step-wise procedure,

* The presence of conflict over how the situation, the options, or the goals are viewed,

* Little time pressure,

* The explicit requirement of optimizing the outcome,

* The explicit requirement of having to justify the decision,

*  The need to reconcile conflict among individuals or groups who serve in different roles or
capacities.

The research that converged on the RPD model made it clear that an outstanding problem
in the analysis of expertise was (and still is) to capture and specify the process of perceptual
learning, which makes possible the “immediate perception” of courses of action (Klein and
Hoffman, 1993; Klein and Woods, 1993).



Subsequent research led to the refinement of the RPD model (Klein, 1997; Lipshitz and
Ben Shaul, 1997). In fact, the model came to be integrated with the basic ideas about problem
solving from Karl Duncker (1945) and also some new concepts that were emerging in the
discipline of human factors psychology. As can be seen in the Figure 9.3 above, the initial RPD
model implicitly embraced the "refinement cycle" notion from the classic model of Duncker.
That is, at the terminal decision point in the RPD, the options include "modify" and "reject" in
addition to "implement." If a course of action is rejected, some other course of action must be
determined. Thus, one must go back and reassess the situation (in RPD terminology) or
reformulate one's mental model (in the Duncker approach).

On the other hand, the initial RPD model differed from the Duncker model in that there is
no place for a process in which the decision-maker takes (or can afford to take) the additional
time to attempt to confirm or refute a mental model, judgment, or hypothesis. In the sorts of
situations that were embraced by the initial RPD model (e.g., fire fighting), the unfolding
situation yields further cues or information about the effects of an implemented action. Klein's
initial research (Klein, 1982, 1987; Klein and Weitzenfield, 1982; Weitzenfeld and Klein, 1979)
had focused on "comparability analysis" task in the domain of avionics engineering. In that
domain it was natural for the experts to reason by analogy and comparison, that is, to solve new
cases by comparison to a memory for past cases. Klein came to realize that case-based reasoning
was only one possible problem-solving strategy, another important one being reasoning on the
basis of a knowledge of causal relations and abstract principles—"mental modeling" (see
Lipshitz and Ben Shaul, 1997). Within the span of a few years after the postulation of the initial
RPD model and the refinement of the CDM procedure, Klein et al. had conducted a number of
additional projects, involving over 150 CDM procedures with experts in diverse domains. The
RPD model was elaborated on the basis of the findings.

One focus of the research that motivated the elaboration of the RPD was on the sampling
of a variety of domains to assess the frequency with which experts relied on a recognition-
priming decision strategy versus the concurrent evaluation of options. One study, for example,
utilized the CDM in the study of engineers who designed simulators (Klein and Brezovic, 1986).
In that study, the researchers probed 72 design decisions involving cases in which ergonomic
data were needed in order to decide about tradeoffs in simulator design. Although the designers
felt they were under time pressure, the decisions were actually made over a period ranging from
weeks to months. Sixty percent of the decisions seemed to involve the recognition-priming
strategy but 40 percent involved concurrent evaluation of options. The elaboration of the RPD
appeared in different forms circa 1989, appearing in Klein (1989) and in Klein, Calderwood, and
MacGregor (1989) (for a review, see Klein, 1993). The intent of the refinements was to capture
differing strategies for decision-making:

1. Matching of situations to actions—=>

2. The development of an "action queue" when simple matching fails or when the
problem situation is highly dynamic—>

3. A more complex decision process in which situation assessments and action queues
must be evaluated and refined.

The initial RPD model emphasized the direct or serial linking of recognition with action.
However, the initial RPD model did not explicitly capture the processes involved in situation



monitoring: the refinement of goals across the decision-making process, a mental operation
which De Groot (1965) called "progressive deepening":

For some cases we studied the situational recognition was straightforward,
whereas for other cases it was problematic and required verification, and
yet for other cases there were competing hypotheses... and these were the
subject of conscious deliberation (Klein, 1989, p.8).

Another focus of research was elaboration of the RPD model to include a notion of
mental model formation and refinement. In a study of the activities of nuclear power plant
operators in simulated emergencies, Roth (1997) saw evidence for recognition-priming but also
evidence for mental modeling, that is, the attempt of the operators to develop mental models of
what was happening inside the power plan during the emergencies, supporting causal
understanding, Roth referred to this as the "diagnostic and story-building" elements of decision
making, The elaboration of the RPD (after Klein, 1989, 1993; Klein, Calderwood and
MacGregor, 1989) incorporated a notion of "progressive deepening" as well as a path for
decision analysis-like activities. This is presented in the Figure A 4.
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The "recognition” box in Figure A.4 specifies the recognition of case typicality or
prototypicality in terms of cues, expectancies, and goals. Following the leftmost path straight
down the model, one finds the RPD strategy. Situation assessment, an emerging concept in
human factors psychology, was adopted into the refined RPD model. By hypothesis, situation
assessment permits the prioritizing of cues and thereby supports selective attention, explaining
why experts do not feel overwhelmed whereas novices sometimes do. Cues come primarily in
the form of information revealed by on-going events. Thus, for example, in some urban fire
fighting situations the commander must inspect flame or smoke color in order to make a decision
or determine the timing for an action that follows from a decision.

One purpose of expectancies is to suggest ways of testing whether a situation is correctly
understood through the specification of events that should occur. If expectations are violated, this
can create a shift in situation assessment and a consequent refinement or shifting of goals and
actions. Here, "goal" does not refer to the context-free types of goals expressed in decision-
analytic models, but the specific goals and outcomes that the domain expert wants to achieve. In
time-critical decision-making, goals are linked to an expectation of the timing of events. Also,
the act of recognition of familiarity entails an action queue. In some situations, the action queue
is a single action. In other situations the queue involves a prioritization of a set of goals or
subgoals, in some situations the queue may involve the "timelining" of goals—actions may be
"put on hold" pending the acquisition of additional information or the occurrence of certain
events.

The action queue is potentially dynamic, as indicated by the progressive deepening loops
in the elaborated RPD model. Like the initial RPD model, the elaboration of the RPD model
maintained the emphasis on the fact that most decision- making occurs without conscious
deliberation of alternatives. The elaboration of the RPD model preserved an emphasis on the
recognition of situations in terms of familiarity or prototypicality (Klein, 1989) but takes this
further by describing a process of mental simulation or "imagined action." This is clearly
reminiscent of mental modeling in the Duncker model. According to Klein, Calderwood, and
MacGregor (1989), the recognitional act suggests feasible goals, sensitizes the decision maker to
important cues, suggests promising courses of action, and generates expectancies. But what
makes the revised RPD model Dunckerian is the notion that the recognitional act makes all these
things possible because it provides an understanding of the causal dynamics associated with a
decision problem.

In the study of fire fighters, Klein et al. found abundant evidence for a process of
imaginal simulation. In one case of emergency services, a woman had jumped or had fallen from
a highway overpass, but had landed on a support strut for a highway sign. The woman was semi-
conscious and the first task was to raise a ladder so that she could be held in place. Now, how
should she be raised to safety? The commander considered a number of alternatives. He first
imagined attaching her to a particular type of harness, but it would have to be snapped on from
the back and lifting her by it would put strain on her back. He imagined using a particular type of
tied strap, but that would have a similar problem. Next he imagined using a ladder belt. He
imagined lifting the woman up a few inches, sliding the belt under her, tying it to her waist,
buckling and snapping it, and then lifting her away from the strut. This is the option he selected,
and the rescue was successfully performed (Klein, 1989). Across all the incidents that were
analyzed using the CDM, "...the experienced fire fighters showed about three times more
references to imagined future states, compared to the novices... [T]here is a steady increasing
proportion of deliberations about situations as we move along the dimension from less



experience to more experience” (Klein, 1989, pp. 36-37). One purpose of the first refinement of
the RPD model was to acknowledge the role of imagery, or the mental simulation of predicted or
hypothetical future states (Klein, 1989).

The emergency rescue example given above also illustrates the fact that decision-making
can involve the consideration of more than one alternative (as in the decision-analytic model),
but that the options are not generated, compared, or evaluated concurrently. Rather, they are
considered and imaginally evaluated one at a time. The "evaluation" box is manifest in the first
elaboration of the RPD, but the subsequent box that includes "implement," "modify," and
"reject” options is replaced in the elaboration of the RPD by boxes and decisions indicating the
modification and progressive deepening of plans.

Overall, the elaboration of the RPD seems to be a combination of aspects of the Duncker
model (mental modeling, progressive deepening and conscious deliberation), the decision-
analytic model (evaluation of alternatives under certain circumstances), and the RPD model
(direct recognition leading to action plans) (Klein, 1993a; Klein and Zsambok, 1995).

The Base Model of Expertise is intended to capture a number of decision-making
strategies, that is, a number of alternative sub-models can be pulled out (Klein, 1993c). In the
simplest case, experience of the situation (awareness of the problem of the day and data
examination) leads to recognition based on typicality or prototypicality, which leads to
expectancies and an implemented course of action taken right off the top of the action queue.
This sub-model, labeled as the "Recognition Priming" ellipse, reflects the initial RPD, in which a
commitment is made to a course of action without any deliberation over alternatives. This
simplest case may also be one of the more frequent. Looking across three of the domains that
have been investigated using the CDM-—urban and forest fire fighting, tank platoon
commanding, critical care nursing, design engineering, etc., Klein (1989) found that expert
decision-making relied on the recognition-priming more than half of the time (range of 39 to 80
percent across all of the incidents). Concurrent evaluation tended to occur only about 40 percent
of the time (range of 4 to 61 percent).

In a second sub-model, situation recognition is followed by a process of evaluating the
mental model and refining it prior to implementation, reflecting the Duncker model in that it
involves the refinement of the initial assessment as supported by the re-inspection of data or the
search for additional data. This is indicated in the "Mental Model Refinement Cycle" ellipse.

The point of the RPD is to emphasize the belief that decision-analytic procedures either
cannot or simply do not occur as a part of the expert's familiar routines. However, a third sub-
model of the elaborated RPD embraces the sort of situation described by the traditional decision-
analytic model. In this sub-model, one goes from the initial situation assessment not to a single
action that is to be implemented, but to an "action queue." Through continued looping, indicated
by the "Action Plan Refinement cycle" ellipse, one can generate a set of alternative courses of
action which can be assessed according to such things as costs versus benefits and likelihoods.

Neither the elaborated RPD nor the Base Model precludes the sort of analysis that is
involved in the traditional decision-analytic model. Indeed, this integration regards the decision-
analytic strategy, Dunckerian refinement cycles, and recognition-priming as complementary
(Klein, 1989, 1993). Examples such as where to locate airports and whether to elect for cosmetic
surgery might benefit from analytical strategies since the decision-maker is faced with tasks that
are so new or conflict-laden that there is little opportunity for recognitional decision-making. "If
a novice were to consider buying a car, the decision-analytic technique would be preferred, to
systematically lay out the options and the evaluation dimensions. This would help clarify values,



if nothing else. But one would not expect someone proficient, such as a used-car salesman, to go
through the same exercise" (Klein, 1989, p.50).

What Klein et al. have done is to argue that each of the core concepts of a number of
models that all resonate with the NDM paradigm can be embraced by a single "synthesized
process model." In concert with Rasmussen's (1993) approach to cognitive systems engineering
(see Chapter 10), Klein, et al. distinguish skill-based performance (i.e., recognitional skill), rule-
based performance (i.e., the reliance on familiar procedures), and knowledge-based performance
(i.e., reliance on conceptual principles, mental models, and conscious deliberation). The
perception of typicality in the revised RPD model fits with a number of theories (e.g., Cohen,
1993) emphasizing pattern recognition. The diagnosis and situation assessment boxes are in
accord with Pennington and Hastie's (1993) model emphasizing the expert's attempt to generate
causal explanations.

From the Notion of Attention to an Integrated Theory of Reasoning: Situation Awareness

The concept of attention has been central to psychology from its philosophical phase
through to the late 1800s when it was established as a science (Boring, 1950). Attention is at
once a phenomenon of consciousness (Of what objects or events am I aware?), a phenomenon of
perception (What am I seeing?), and a phenomenon of categorization (What kind of thing or
event is that?). Attention presents to consciousness an awareness of what we are perceiving, in
terms of the concepts and categories we already know (memory). It thereby allows us make
Jjudgments and decisions (Ebbinghaus, 1908, Ch. 8; Pillsbury, 1929). In traditional experimental
psychology, attention was seen as a bridge between perception and memory—"What am |
perceiving right now?" What one is sensing is related somehow to the concepts and categories
residing in memory, allowing for perception or understanding. Numerous theories of attention
have been proffered, and have been heavily researched, beginning with the earliest studies of
dual-task performance or "divided attention" that helped define psychology as a science, and
continuing to modern experimental psychology (Dember and Warm, 1979). Most models of
attention have relied on the notion that human consciousness can only "pay" attention to a
limited number of signals at a time. Attention is seen as a "filter," or as a "focusing" mechanism,
or as a "limited resource" or as something that can be "captured." A number of detailed models
have evolved from such metaphors, and have been refined and debated over successive
generations of experimental psychology.

In a classical view of cognition (i.e., Leibniz, Descartes and many subsequent scholars),
the process of sensation detects cues based on raw physical stimulus properties. These are then
integrated —associations are activated and inferences are made—based upon contact with
memory, resulting in meaningful percepts. Attention guides or directs this sequence. But also in
classical theory, there was a subsequent process of "apperception" involving contact with the
sum total of one's knowledge (cf. Ebbinghaus, 1980, Ch.12; Moore, 1939). In more modern
information processing terms, this would be seen as a “bottom-up” process. Wundt (1874)
referred to this as apperceptive Verbindungen, or "apperceptive compounds." "All recall is
controlled by apperception as well as by association... Apperception selects from the possible
associates those which are in accord with the entire past of the individual as well as with the
single connection” (Pillsbury, 1929, p. 185). Thus for instance, a pattern of colors, shapes and
movements might be detected or sensed, and with rapid contact with memory there would be the
percept of "cat." Apperception would go beyond that to the sum of knowledge, and such ideas as



"I like cats" or, "Cats are sometime seen as a symbol of evil." This is the “assimilation of ideas
by means of ideas already possessed” (De Garmo, 1895, p. 32).

But there is also a “top-down” component. Johann Friedrich Herbart, a Leibnizian
associationist, introduced the notion of apperception to refer not just to assimilation but to a
process whereby the contents of consciousness determine what new impressions should enter. In
the language of the early foundations of educational psychology, this was a mechanism for
learning and the role of learning in subsequent behavior, referred to as the “education of
attention” (Pillsbury, 1926; Ribot, 1890).

The concept of attention retains its centrality, and the concept of apperception re-emerges
today in applied cognitive science, in a theory of "situation awareness" (SA) developed by Mica
Endsley and her colleagues (Endsley, 1995a,b, 1997; 2001; Endsley, Bolte and Jones, 2003). The
point of this designation is that attention involves not just the detection of isolated signals,
stimuli or cues, or even the perception of static objects, but the on-going awareness of one's
environment, and especially events that one must understand (apperceive). This, in turn, supports
"projection,” or the anticipation of events via mental simulation. Endsley posits three levels of
on-going situational awareness:

Level | SA concerns the meaningful interpretation of data (i.e., perception), the process that turns
data into information. Hence, what constitutes information will be a function of the operator’s
goals and decision requirements, as well as events within the situation that is being assessed.

Level 2 SA concerns the degree to which the individual comprehends the fuller meaning of that
information—a process akin to the classical notion of apperception, often referred to today as the
formation of a "mental model" (see Chapter 5). In complex domains, understanding the
significance of information is non-trivial. It involves integrating many pieces of interacting
information, forming another higher-order of understanding, prioritized according to how it
relates to achieving the goals.

Level 3 SA is the mental or imaginal projection of events into a possible future. In complex
domains, the capacity to apperceive is a key to the ability to behave proactively and not just
reactively. Situation awareness is critical to successful operation in dynamic domains where it is
necessary for the domain practitioner (e.g., controller of an industrial process, decision maker in
a military unit, etc.) to accurately perceive and then understand and project (apperceive) actions
and events in the environment (Endsley, 1995a.b).

The field of Expertise Studies includes a notion of a "sensemaking mental model
refinement cycle." (See Hoffman and Militello, 2008). This illustrates how there are some
integrations of theoretical notions across the perspectives or communities of practice. As we
show next, there are also integrations with regard to issues of design of information systems.

Implications for The Design of Information Technologies
NDM theories and research have led to approached to the design of information

technologies, in once case, to support situation awareness, and in another case, to support
decision making.



Situation Awareness-Oriented Design

The theory of SA has inspired an approach to the design of new information technologies
referred to as Situation Awareness-Oriented Design, or SAOD (Endsley, 1995b; Endsley, Bolte
and Jones, 2003). In conducting SAOD, the researcher begins with the empirical study of situation
awareness. The levels of situation awareness described above form a coding scheme that is utilized
in the Situation Awareness Global Assessment Technique (SAGAT; Endsley, 1987, 1988, 1990,
1995). In SAGAT, a simulation employing a system of interest {(e.g., a simulation of an air traffic
controller’s task) is briefly halted at randomly selected times and the operator is queried as to their
perceptions of the situation at that time. The system displays are blanked and the simulation is
suspended while participants quickly answer questions about their current perceptions of the
situation. SAGAT has been used in studies of avionics concepts, concepts for military command
and control technology, and other display design and interface technologies (Endsley, 1995). The
SAGAT probes are illustrated in Table A.3, which uses a scenario involving cognitive systems
engineering in the aviation domain.

Table A3. Examples of SAGAT probes, adapted for a study in air traffic control.

SA Level 1 What is the aircraft’s call sigh?
Perception of data What is the aircraft’s altitude?
SA Level 2 Which aircraft are currently conforming to their assignments?
Comprehension of meaning | Which aircraft are experiencing weather impact?
SA Level 3 Which aircraft must be handed off to another sector/facility
Projection into the future within the next 2 minutes?
Which pairs of aircraft have lost or will lose separation if they
stay on their current (assigned) courses?

Research has shown that freezing can be done about a half a dozen times in a scenario
trial lasting a total of 20 or so minutes, without disrupting the flow of thought. Through SAGAT,
the impact of design decisions on SA can be assessed via performance, giving one a window on
the quality of the integrated system design when used within the actual challenges of the
operational environment. The information derived from the evaluation of design concepts can
then be used to iteratively refine the system design. SAGAT provides designers with diagnostic
information on not only how aware operators are of key information, but also how well they
understand the significance or meaning of that information and how well they are able to ‘think
ahead’ to project what will be happening.

Generalizing across studies, it is possible to achieve an understanding of some general
principles of SAOD. For instance, the “Sacagawea Principle” (Endsley and Hoffman, 2002)
asserts that human-centered computational tools need to support active organization of
information, active search for information, active exploration of information, reflection on the
meaning of information, and evaluation and choice among action alternatives. SAOD embodies
three main steps or phases. SA requirements analysis, from SAGAT procedures and GDTA
interview procedures, provides the leverage points for the design of systems to support SA. Next,
SA design principles are brought to bear to translate SA requirements into ideas for system
design. This process is illustrated in the Concept Map in Figure A.5.
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Figure A.5. How GDTA feeds into Situation Awareness-Oriented Design.

Historically, most interface design guidelines are focused at the level of the interfaces and
graphical elements—fonts, how a menu should function or be placed, the best way to fill in
information on a screen, etc. (Sanders and McCormick, 1992; Woodson, Tilman and Tilman,
1992). Furthermore, most guidelines assume the "one person-one machine" scenario for human-
computer interaction. With regard to such cognitive processes as attention and sense-making,
most guidance either remains silent on how to convey the meaning of the information that is to
be displayed, or offers unhelpful generalizations (e.g., "design an interface that is intuitive"
(Kommers, Grabinger, and Dunlap, 1996 p. 127). SA-oriented design principles address issues
including the integration of information into knowledge and the guidance and direction of
attention according to meaning, that is, how the operator manages information with the
dynamically changing information needs associated with a dynamically changing situation. In
some work contexts, a fixed task sequence can help constrain the layout of information. Yet for
most systems flexibility is needed, allowing the operator to bounce between different goals as
events change. Hence, a goal-oriented approach tries to take into account how people actually
work.

A second example design principle is: The human user of the guidance needs to be shown
the guidance in a way that is organized in terms of their major goals. Information needed for
each particular goal should be shown in a meaningful form, and should allow the human to
directly comprehend the major decisions associated with each goal (Endsley and Hoffman,



2002). What we might call immediately-interpretable displays need not necessarily present
information in the same way it is presented in the "real world." Displays of data from
measurements made by individual sensors (e.g., airspeed indicators, altimeters) may be
computationally integrated into goal-relevant higher-order dynamic invariants (e.g., how a plane
is flying in terms of its drag) presented as pictographic metaphors that may look fairly unlike
anything in "the world" (see for example, Eskridge, Still and Hoffman, 2014). In SAOD,
displays are envisioned for supporting all three levels of SA including:

1. The display of information in such a way as to support perception of its meaning with
respect to goals (Level 1 SA),

2. The display of information in such a way as to support mental model formation with
respect to high-level goals and possible goal conflicts (Level 2 SA), and

3. The display of information in such a way as to support mental projection and the ongoing
maintenance of "global SA"—a high-level overview of the situation across all the goals
(Level 3 SA).

Decision-Centered Design

Decision-Centered Design (DCD) is so named as to focus the development of
technologies on supporting decision making. Its focus reflects the same motivation that is
expressed in the title of the Critical Decision Method. In the evolution of the CDM, it was found
that interviewing experts about their past decisions served as a good window to the identification
of leverage points. Leverage points are aspects of cognitive work where an infusion of
technology, however modest, might bring about a disproportionately large increase in the work
effectiveness and quality. As the CDM evolved, it became clear that asking about decisions
worked better than asking about other aspects of tasks, or asking experts what they know.
Likewise, focusing the design of new technologies on the support of decision-making is the
focus of DCD. “[Technology] should improve cognitive performance... [it should] make people
smarter at what they do and their work easier to perform. Specifically, [technology] should
support the cognitive activities of users and build upon and extend their domain expertise.”
(Stanard, Uehara, and Hutton, 2003, p. 1).

In the DCD process, the initial effort is aimed at identifying individuals who will be the
“users” of the new technology, ideally the experts in the domain at hand, and coming to a rich
understanding of their needs and requirements. This goes beyond typical approaches to the
development of new technologies in that the understanding of user tasks and requirements is
emphasized much more, and is more than just a one-off interview procedure, after which the
technology developers go off and write software that is subsequently presented as a finished
“deliverable.”

[Such an] initial design estimate may be based on a naive
understanding of who the user is, but as the task domain is further
explored, it can become more apparent that users really need help,
and that there may actually be more than one user, each with a
somewhat different set of requirements to be supported (Stanard,
Uehara, and Hutton, 2003, p. 2).



The DCD design approach also involves revealing and studying the really challenging
and critical decision aspects of jobs. “Our working assumption is that 80% of the problems can
be solved by understanding and improving the toughest 20% of the cognitive work™ (Stanard,
Uehara, and Hutton, 2003, p. 2). This is put in contrast with certain other approaches to the
design of information technologies, such as “Situation Awareness-Oriented Design (Endsley
book) and Work Analysis (e.g., Vicente, 1999), which cover broad swaths of the cognitive work
that is involved in particular jobs. Thus, in DCD the probe question categories of the CDM are
carried over as implications for the design of things such as interfaces: For this given problem,
what are the alternative strategies, what are the critical cues and patterns that the expert
perceives? What makes the problem difficult? What kinds of errors do less experienced
practitioners typically make?

While NDM has generated some integrated models of cognition and cognitive work, and
has spawned approaches to design, it ha recently dynamited the enterprise by invoking a
distinction between models of “microcognition” and models of “macrocognition” (Klein, et al.,
2003).

The Emerging Notion of '"Macrocognition”

While NDM research and theory has contributed to the search for an integrated model of
reasoning, the research has also dovetailed with an idea that was introduced by Erik Hollnagel
and Pietro Cacciabue (Cacciabue and Hollnagel, 1995) to capture the phenomena of decision
making that occur in natural settings as opposed to artificial laboratory settings.

Although we might want to reveal specific causal sequences of
various memory or attentional mechanisms, this turns out to be
difficult. When we try to describe naturalistic decision making, we
quickly realize that it makes little sense to concoct hypothetical
information processing flow diagrams believed to represent causal
sequences of mental operations, because they end up looking like
spaghetti graphs (Klein, et al., 2003, p. 81).

This captures a major implication of CTA/CFR research. Specifically, it makes little sense to
attempt to create any single model of how domain practitioners reason while conducting their
tasks.

An example can be found in a study of weather forecasting (Hoffman, Coffey, and Ford,
2000). The procedure that was used is called the Cognitive Modeling Procedure (Hoffman,
Coffey, and Carnot, 2000; Crandall, Klein, and Hoffman, 2006). The purpose of the procedure is
to generate refined and behaviorally validated models of reasoning, with less effort than that
involved in the method that is more often used for this application—think-aloud problem solving
combined with protocol analysis.

In the first step of the procedure, each participant was presented to two alternative
“bogus” models of forecaster reasoning. One or the other of the “bogus” models included the
idea of mental modeling, the idea of hypothesis testing, the idea of recognition priming, and the
idea of situational awareness. One of the bogus models contained a loop, the other was a linear
sequence. In both models, the core concepts were expressed in domain-relevant terms. “Inspect
satellite images to get the big picture” appeared in one of the bogus models instead of “Data



Examination,” for instance. Furthermore, the core concepts were not arranged and linked as they
are in the Base Model. Nor were they linked quite as one might expect them to be in the case of
expert forecaster reasoning. For instance, in one of the bogus models, the forecaster’s initial
mental model was compared for agreement with one particular computer forecasting model, after
which the forecast was adjusted to take local effects into account, after which the forecaster
compared the forecast to another of the computer model forecasts. The intent was that the bogus
models would have all the elements, using the right sort of language, would appear pertinent to
the domain, and would seem not-too unreasonable but not quite right either.

The participants were asked to select the one that they felt best represented their
forecasting strategy. As expected, they found this an unacceptable choice, but then they could
use the various elements and ideas from the bogus models to craft their own model, one that they
felt better captured their reasoning in the forecasting procedure.

Next, the researchers observed the forecasters at their jobs. Some elements of each of the
reasoning models could be behaviorally validated. For example a forecaster could be observed to
first inspect satellite images and other data, and then look at one or another of the computer
forecasts, as they said they did when they crafted their reasoning model. Elements of the
reasoning models that could not be so easily validated behaviorally were the subject of probe
questions (e.g., “Did you watch the Weather Channel before you came in today?,” Why are you
looking at that now?”). The results showed many convergences and many differences. The
notion of mental modeling was salient in all of models, especially those of the experts. It turns
out that the notion of mental modeling, as we defined it in Chapter 4, is a comfortable notion to
weather forecasters, especially because of the distinction, decades old, between the forecaster’s
conceptual understanding of a the dynamics in a given weather situation versus the outputs of the
computer forecasting models.

Regarding differences and variations, models form both experts and journeymen were
simple, including only some core notions, some were complex, including reference to individual
computer forecast models. All of the models included what, in information processing terms,
would be loops, such as the refinement cycle (e.g., if the output of a particular computer forecast
model disagrees with the mental model, inspect such-and-such data and iterate until a resolution
is found). In fact, all of the models included more than one loop. Some of the reasoning models
had many loops or refinement cycles (as many as 7), reminiscent of “spaghetti graphs™ in that
everything connected to nearly everything else. Other reasoning models had just two or three
loops. Some of the reasoning models showed the accommodation of local effects occurring after
the formation of a mental model, some had that accommodation occurring after the inspection of
satellite images (“getting the big picture™) and as a part of forming a mental model. Four of The
five Journeyman models, and none of the expert models, explicitly included the notion of
“persistence,” which is when weather dynamics are stable and a forecast can largely be a
recapitulation of the previous forecast. This fits the idea that journeymen and more likely than
experts to be more literal and procedure-oriented than experts.

Four months after the reasoning models had been crafted, the researchers showed all of
the various models to all of the participants, with an invitation to guess the owner of each of
them. The results showed that the task was confusing, in part because all of the models expressed
many of the same notions, and did so in somewhat similar ways. Only 25% of the identifications
were correct. As it turned out, the forecasters at this particular facility did not actually spend
much time discussing their reasoning strategies with one another. Half of the participants did not



correctly identify their own model. It turns out there was a reason beyond confusion. One
forecaster, upon reflection, asserted that:

“When this Bermuda High set up early a few years ago like now,
the Eta and MMS5 models did not handle it well but NGM did. It is
the same now but we have COAMPS as well and it does well too.
This model of mine does not fit my reasoning now since [ am not
using the [computer] models in the same way as I did when we
made my [reasoning] model."

In other words, his diagram expressed a particular order of preference for examining each of the
many computer model outputs in a strategy that was no longer appropriate. As Rasmussen said
(1979; 1981; see Chapter 10), the practitioner does not engage in tasks, but in context-sensitive,
knowledge driven choice among action sequence alternatives.

Results of this exploration in CTA methodology showed that the sequence of reasoning
operations/strategies that the expert engages in is a function of the weather situation. That
includes effects of oscillations that affect seasonal trends (e.g., the El Nino-La Nina oscillation,
among others) and whether or not the situation is a "persistence” situation. In other words, there
is nor can there be, a model of the reasoning of weather forecasters. To depict even all of the
most typical weather situations, one would need to construct many dozens of models just for one
particular region or climate. Furthermore, forecasting is always a moving target—for instance,
new radar algorithms might provide a new source of data for forecasting the size of hail.

The upshot of this sort of finding for the attempt to develop models of reasoning is
profound. The implication is that in real-world problem solving, mental operations are parallel
and highly interacting. The description of hypothetical “basic” mental operations in such
sequences as:

Attentional switching = Sensation = Memory contact < Recognition

might make sense if one is probing cognition at the millisecond level of causation
(microcognition), but in the real-world context it is far more appropriate to refer to processes
such as problem detection, sensemaking, re-planning, and mental simulation, which are
continuous and interacting (macrocognition) and cannot be easily reduced to hypothetical
building blocks placed into causal strings.

The study of micro-and macrocognition are complementary. Macrocognitive functions —
detecting problems, managing uncertainty, and so forth—are typically not studied in laboratory
settings. To some extent, they are emergent phenomena. No amount of research on solving
puzzles such as cryptarithmetic problems or logic problems or Tower of Hanoi problems, is
likely to result in inquiry about problem detection. Once these macrocognitive phenomena are
identified, it is possible to trace microcognitive aspects in them. Therefore, research on
microcognition is needed in parallel with macrocognition:

We must study these types of functions and processes, even though
they do not fit neatly into controlled experiments. We must find



ways to conduct cognitive field research that can improve our
understanding of the functions and processes encountered at the
macrocognition level (Klein, et al., 2003, p. 83).

This suggests a new perspective on Expertise and the models presented in this report
including Endsley's theory of Situation Awareness. Rather than regarding these as singular or
single models that uniquely or completely capture proficient reasoning, these should be regarded
as macrocognitive models, ones that attempt, perhaps with only moderate success, to capture the
parallelism and interactiveness of macrocognitive functions. What they fail to capture is how
variations on the models can be appropriate for particular domains, particular times, or particular
local contexts, or particular proficiency levels—but that might not be the purpose of
macrocognitive models. Furthermore, these are not the sorts of models that could be magically
implemented in computer programs that would enable one to predict, for instance, how long in
milliseconds it would take for a weather forecaster to predict fog. That is not the purpose of such
models (Hoffman, Klein, and Schraagen, 2007).

Micro- and macrognition differ in a number of additional respects, and these are presented in
A 4. One thing these distinctions highlight is the fundamental disconnect between the time frame
for laboratory experimentation and the time frame of change in both cognitive work and the
technologies used in cognitive work. Cognitive task analysis (Crandall, Klein, and Hoffman,
2006) allows one to cope with this fundamental disconnect and is ideally applicable to many of
the current research challenges confronted by the DoD, broadly.

Table A 4. Distinctions between Micro- and Macrocognition.

Microcognition Macrocognition
Methodology Controlled laboratory Field studies and cognitive task
experimentation to isolate cause- analysis
effect relations Study the actual work but also reveal
the nature of the true work
Methods Traditional methods in cognitive Structured interviews, observations,
psychology (puzzle solving, recall, simulations, constrained processing
recognition, reaction time) using tasks, "tough case” tasks and other
simple, artificial tasks and materials. | methods, using rich and realistic
cases.
Participants Typically, college students are the Experienced domain practitioners are

"subjects." They are, by definition, the participants. Cognition is studied
domain-naive. Cognition is examined | over scales ranging to entire careers.
in very brief experiments, looking at | The full proficiency continuum is
scales of minutes to weeks. examined.

Ontology Information processing/symbol Descriptive ontology of cognitive
system approaches assuming certain | work: sensemaking, (re)planning,
mental operations that are presumed | mental modeling, etc.

to be fundamental or basic (e.g.,
short-term memory limitations)




Phenomena

Typically, phenomena that generally

Phenomena that are not like to occur

studied only appear in the laboratory, such as | in the laboratory and that laboratory
phenomena in the solving of pre- studies would be highly unlikely to
formulated puzzles and problems. demonstrate, such as problem
detection.
Explanatory Reductionist causal chain theories of | Understanding expert knowledge and
Goal cognition at the scale of milliseconds | reasoning, and understanding how
(e.g, memory access, attention shifts, | cognition adapts to complexity.
etc.). Scales can be minutes to years.
Modeling Cognition is typically defined just in | Cognition is characterized by
approach terms of memory and resource flexibility and adaptability. Bias is
limitations and numerous biases not typical in expert reasoning and is
(dozens have been proposed and in many cases a laboratory artifact.
studied). Computational models are | The goal of decision aids is to
based on parameters for processing contribute to the true work, and not
limitations. The goal of decision aids | proceed by imposing weak or
is to mitigate bias. inappropriate formal models.
Design Typically, designer-centered design | Human-centered design in which
Approach in which tools and interfaces are tools and interfaces are based on rich
designed with minimal user input user input and studies of usefulness
and one or another formalism is and usability.
imposed on the user (e.g., the user
must input numbers to feed a
Bayesian process).
Applied goal Computational models that predict Technologies that amplify and

performance, but performance is
generally measured in superficial
ways (hit rates, error rates) and
performance is typically only for
fixed, well-defined tasks.

extend the human abilities to learn,
know, perceive, reason, and
collaborate.

The Macrocognitive perspective stands in contrast to normative choice theories of decision
making. First, it is descriptive and as such its aim is to inform our understanding of what
decision makers actually do rather than what they should do. Second, macrocognition posits a
decision maker who is continuously engaged in monitoring the environment, reassessing the
situation, and trying to understand what is going on, until decision or action is required—
Macrocognition regards decision making as involving a number of interacting and parallel
processes rather than seeing a discrete decision point as the culmination of a causal chain in an
abstract analysis. Macrocognition does not shy away from complexity, and indeed is closely
linked to systems theory and systems thinking. Thus, a prime goal of macrocognition research is
to inform our understanding of resilient, robust decision making.




The implications of the micro-macrocognition distinction extend to the design of
technologies: The more detailed and bounded a task is, the more likely it can be cast in stone in
software, but the more likely it will be that the task description will be brittle and fleeting with
time and context.

Resilience Engineering

NDM has inspired theories of macrocognitive work that identify robustness, adaptivity and
resilience as ideal goals (Hoffman and Woods, 2011; Woods, 2000). But how are such aspects of
work systems to be measured? Robust decision making involves more than consistency in
making good decisions, it involves making good decisions under circumstances where events are
unfolding, problems are emergent, and stakes are high. More even than this, robust decision
making includes a capability to change the way one makes decisions, in light of novelty and
emergence.

The need for measures that illuminate features and phenomena at the "systems level" is widely
recognized. Traditionally, human performance is gauged in terms of efficiency measures referred
to as "HEAT" measures: hits, errors, accuracy and time (Hoffman, 2010). Such measures speak
to the de-humanized economics of work systems, and are blind to other significant aspects of
work systems. [s the work method learnable? Does it help workers achieve expertise? Does it
motivate or demotivate workers? Are the tools understandable and usable? Are the humans and
machines engaged in a genuine interdependence relationship in which they can make their intent
and goals observable? (see Hoffman, Hancock and Bradshaw, 2010; Hoffman, et al., 2010;
Klein, et al., 2004).

The concept of "resilience engineering" has gained significant traction in the engineering and
computer science disciplines (Hollnagel, Woods and Leveson, 2006). It is now a topic for
symposia on resilience in cyber systems, control systems, and communication systems. Recent
funded research programs include calls for the development of technologies that manifest
adaptive and resilient capacities. As we have seen for many concepts that make it to the front
burner, resilience may be watered down and become a mere flavor of the month through overuse
and uncritical use. That is, unless a methodology is forthcoming to specify ways in which
resilience might actually be measured. So, what is resilience and how can it be measured in a
way that enables the creation of human-centered technologies and macrocognitive work
systems?

Adaptation in macrocognitive work systems is described by five fundamental bounds (Hoffman
and Woods, 2011):

* Bounded Ecology: A macrocognitive work system can never match its environment
completely; there are always gaps in fitness—and fitness itself is a moving target.

* Bounded Cognizance: Limited resources and inevitable uncertainties lead to unavoidable
gaps in knowledge. There is always "effort after meaning," though the struggle to acquire
and deploy knowledge may temporarily ease.

* Bounded Perspectives: Any perspective both reveals and hides things, and
macrocognitive work systems are limited in their ability to shift their perspective cost-




effectively. Apprehension gaps can widen because situations differ in how strongly they
signal the need to shift perspectives to reveal what has been hidden.

* Bounded Responsibility: Macrocognitive work systems divide up roles and
responsibilities for different subsets of goals; there are always gaps in authority and
responsibility. This means that all macrocognitive work systems are simultaneously
cooperative over shared goals and potentially competitive when goals conflict.

* Bounded Effectiveness: Macrocognitive work systems are restricted in the ways they can
act and influence situations. Distributing activities that define progress toward goals can
increase the range of effective action, but increasing the distribution of activities entails
difficulty of keeping them coherent and synchronized.

These fundamental bounds serve as a way of organizing the lawful trade-offs that govern
macrocognitive work systems. For example, there is a trade-off in the efficiency versus the
thoroughness of plans (Hollnagel, 2009). Plans must always be made more effective and
efficient, but they become cumbersome as they need to incorporate more contingencies and
variations. Thoroughness expands the assessments, decisions and ambiguities, and this constrains
the ability to put plans into action. This trade-off is a consequence of bounded cognizance. There
is also a trade-off between optimality and resilience: Increasing the scope of the routine increases
the opportunities for surprise at the boundaries. This is a consequence of bounded ecology.

Trade-off spaces can describe how cognitive systems change in response to increasing demands
(tempo, cascade of effects, and the potential for bottlenecks) (Woods and Hollnagel, 2006, Ch. 9;
Woods and Patterson, 2000). Trade-off functions may provide metrics for the adaptive capacity
of organizations in terms of a set of parameters that characterize how organizations adapt as
demands change (Woods and Wreathall, 2007).
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ABSTRACT

Recently there has been increased interest in RPD to examine decision making of sport support
staff, i.e. coaches. However, within as coaching where greater time is available more considered
System 2 DM would also be expected. Also, given the scientific underpinnings available to
coaches we would expect greater use of formalistic rules rather than substantive heuristics in the
diagnostic and/or evaluative application of RPD. Against this premise 12 long jump coaches were
asked to identify the strength and weaknesses of a long jump athlete and offer a view on how they
would work with the athlete. All coaches were then asked to identify what they would do if their
first approach didn’t work. Findings suggest that coaches have an initial wish to engage in RPD
type behaviour but drawing mainly on substantive heuristics. Uncertainty pushed coaches to
become more considered, and formalistic. In conclusion, coaches have the capacity to be ‘expert’
in their DM behaviour but may not use this capacity unless pushed to.

KEYWORDS

Formalistic rules, Substantive folk heuristics, professionalism, analytic decision making, recognition
primed decision making (RPD)

INTRODUCTION

In their position paper, Kahneman and Klein (2009) agreed that decision making had the capacity to become
biased and flawed through overconfident reliance on and application of heuristics to solve problems and make
judgements. Such overconfidence would be borne out of thinking that a swift naturalistic judgement and
decision can be made based on ‘experience’ when in fact a more thoughtful approach should in fact be taken. It
is in this space of flawed judgement and decision making that more can be learned about coaching practice and,
by association, the development of coaching practice.

Numerous researchers within coaching have identified problems of coaches making judgements drawing on
“folk pedagogy’ (Abraham & Collins, 1998; Gould & Carson, 2004). The suggestion being that, while this folk
pedagogy may have value, its experiential source often means it is without theoretical or critical basis. Such a
position has consequences for identifying coaching practice through the lens of PJDM. If coaching is to be
viewed through a professional lens then this will bring certain benchmarks with it. For example Carr (1999) has
identified that professions are defined by their recourse to theoretical and/or empirical knowledge in making
judgements. Furthermore, that this practice is checked, monitored and informed by a critically informed peer
group. The question that arises is; does the reality match the hypothesised ideal approach? Do coaches engage in
PJDM in all of their decisions? In order to understand this question it is useful to explore the system typology of
put forward by Kahneman, (2011) and the recognition primed decsion making (RPD) theory suggested by Klein
(2008).

Kahneman offers further useful insight, particularly about which system is used and when. For example, the
vast majority of decisions are made through the Type 1 process since this is typically the most efficient in terms
of using mental and time resources to solve problems and achieve goals (Kahneman & Klein, 2009).
Furthermore, the Type 2 system is used less frequently since it is too inefficient (at least in the short term), slow
and effortful in dealing with most day to day and moment to moment problems. In fact Kahneman states that for
many people Type 2 system as ‘lazy’ such that “If System 1 is involved, the conclusion comes first and the
arguments follow” (p. 45). This view has important consequences for defining judgement and decision making
as being ‘professional’ as defined earlier. If coaches consistently rely on Type | approaches in their coaching
and neglect Type 2 their capacity to be professional both as a practitioner and learner inevitably becomes
compromised.

In contrast to Kahneman, Klein and colleagues own work has focused on examining how practitioners can and
do make ‘professional” (or expert) fast Type | naturalistic decisions (NDM) in pressurised circumstances; for
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example, fire fighting (Klein. 2008).Klein argues that professionals are able to consistently able to make correct
decisions without the need to revert to slow CDM. To exemplify this capacity the Recognition Primed Decision
Making (RPD) model, one of the most consistently referred to models within the NDM literature, was
developed (Klein, 2008). This empirically supported model predicts that, in naturalistic environments, expert
professionals arc able to make use of recognized perceptual cues/patterns to make fast decisions. There are three
levels to the RPD model that arc enacted according to how just how recognizable the perceptual cues are. In his
work examining volleyball player decision making Macquet (2009) summarised the three levels to:

1. Simple Match. At this level cues in the environment immediately and automatically match, with no or
extremely limited conscious activity, with a decision and action.

2. Diagnose the Situation. This level is enacted when perceptual cues do not immediately offer a view on
the expectancies in the environment. As such, the expert uses their experiential knowledge, both tacit
and explicit, to simulate what may have led to the situation. A view is quickly established and that
matches a course of action and a decision is made.

Evaluate a Course of Action. This level is enacted when the situation is recognized but a solution does
not immediately present itself. The expert again drawing on experiential knowledge will then mentally
simulate the consequences of one or two actions before choosing a course of action.

(93]

All three levels of RPD are fast acting, while only the first level is truly intuitive, as Klein states:

The pattern matching is the intuitive part, and the mental simulation is the conscious, deliberate, and

analytical part. This blend corresponds to the Systeml (fast and unconscious)/System 2 (slow and

deliberate) account of cognition (Klein, 2008, p.258).
Although Klein argues that this account integrates the system 2 process, there is a further argument that even
here the use of system 2 is not as deliberate as perhaps it could be. An adaptation to the RPD theory was created
to consider how professionals cope with uncertainty, such as when there is no immediate intuitive response
available (i.e. when the 2™ or 3 RPD processes are required). The solution, known as RAWFS, was offered by
Lipshitz and Strauss (1997). These authors argue that when a professional encounters uncertainty they draw on
one or more of five coping mechanisms. Four of which; Reduce uncertainty by collecting additional
information, make Assumption, Weigh up pros and cons, Forestall' would align with Klein’s view that
professionals engage system 2. However, these and other authors identify that the use of system 2 conscious
activity in these circumstances only continues until a diagnosis or action that satisfies the immediate needs of
situation, or which at least buys some time, is selected — a behaviour labelled satisficing (Lipshitz & Strauss,
1997). Klein argues that the satisficing process is still ‘expert’ or ‘professional’ since their data identifies that
this satisfying process leads to correct courses of action more oftcn than not. This argument, however, seems to
be at odds with thc empirical and theoretical view of critical, theoretical and peer engaged professionalism
described earlier.

In summary, the NDM view on professional practice places great emphasis on the professional’s capacity to
deal with issues as they arise. 1t relies heavily on the professional’s capacity to respond intuitively, typically
framing through tacit knowledge learned through experience. When intuition cannot answer the problem there is
recourse to more considered problem solving. However, this problem solving is rarely fully analytical in nature
since the goal is satisficing rather than optimising — bringing into question just how ‘professional’ the approach
is or can be.

An Integrated View on DM

Of course, the NDM approach is highly valuable to those who work in emergency or military situations where a
lot of Klein’s work has centred. However, as pointed out by Martindale and Collins (2013), not all occupations,
are defined by such high-pressure, short time frame environments. Sport professions such as coaching and sport
psychology (Abraham, Collins, & Martindale, 2006; Martindale & Collins, 2012) would still be identified as
‘naturalistic’ yet may well benefit from spending more analytical time (Yates & Tschirhart, 2006) on problems
as opposed to simply satisficing. In fact, for all these professions critical thinking, planning and reflective
practice are seen as being crucial to effective practice (Knowles & Gilbourne, 2010; Strean, Senecal, Howlett, &
Burgess, 1997). Indeed the simplistic, yet not completely unrealistic, view of coaching being a Plan-Do-Review
process would suggest that two major parts of the process have the potential to not be time pressured. For
example, Schdon (1991) refers to the importance of both reflection on as well as in practice (in practice

' The underlined capital letters spelling RAWF. The missing S relates to a 5 option, which is to simply Suppress
uncertainty.
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presumably being similar to the more thoughtful aspect of RPD) for informing and developing professional
practice. However, even though coaches (and other sport professionals) typically do have more time available to
them than a soldier in a combat setting, there will be times when quicker decisions need to be made in training
(i.e. intervening in a practice) or competition (half time team talk). So how does one retain a professional status
in naturalistic settings if a fully analytical DM is not possible? Is PJDM possible in naturalistic settings? The
answer to this question must be in the way that the Type 1| and Type 2 processes talk to each other.

An insight to answering the question of professionalism comes from the review of DM and judgement by Yates
and Tschirhart (2006). Among a broad range of issues covered by these authors they suggest viewing DM as
being an opportunity to engage in:
*  Full analytical DM. This strongly relates to the analytical Type 2 DM suggested by Kahneman (2003).
*  Rule based DM. This strongly rclates to the heuristic based DM identified by Kahneman (2003) and the
Diagnose and Evaluate options within RPD identified earlier.
*  Automatic/intuitive DM. This strongly relates to the Type 1 ideas of Kahneman, (2003) and the Simple
Match option of RPD.
Notably, however, Yates and Tschirhart (2006) augment their view on decision making with a view on the
judgment that precedes it. They provide a distinction of how analytic and/or rule based decision making may
follow a Formalistic or Substantive to problem solving, making judgements and therefore making a decision.
They identify that formalistic judgment draws on established formal ‘known’ rules or theory (Abraham &
Collins, 1998) to guide judgement and decision making. Alternatively, they identify that substantive judgment
will draw on personal theory or rules to solve problems. In other words, professional judgement and decision
making should follow a formalistic path whereas ‘folk” or heuristic based judgement and decision making will
follow a substantive path. In short, it is theoretically possible for practitioners to maintain a professional
approach, even in naturalistic settings, if they maintain a formalistic approach to their analytical and/or rule
based judgements and DM.

Theoretical View Summariscd Description of What Happens

Common Perception Plan/Review | Do

Dual Processing .. . . .
(Kahneman, 2003) Type 2 Decision Making Type 1 Decision Making
PJDM: CDM, RPD (e.g, CDM Simple Match [ntuition
Kahneman & Klein, 2009) Diagnose a situation and/or Evaluate a course of action
Decision Modes (e.g., | Analytic (Formalistic | Rule Based AlitomEtc/ Ritive
Yates & Tschirhart, 2006) | or Substantive) (Formalistic or Substantive)

Reflective Practice (e.g., | Reflection On or For . .

Schon, 1991) Action Reflection [n Action

Table 1. A summary of the various decision making and judgement processes thought to be used in professional
practice.

Reflecting these assertions, the present study aimed to explore the DM processcs used by a group of
experienced athletics coaches in the discipline of Long Jump when analysing, diagnosing and prescribing the
needs of a single long jump athlete. Furthermore, drawing on Yates and Tschirhart's (2006) view that “people
resort to formalistic procedures only when they can’t use substantive ones, which are much more natural”
(p.433) the study also aimed to explore what coaches would do when presented with uncertainty regarding their
judgements. In taking this approach the following research questions were developed:
1. What approaches to DM do coaches take when presented with a contextualised real world coaching
problem?
a.  What knowledge source do they draw on?
2. How do coaches respond when placed in position of uncertainty?
a. What knowledge source do they draw on?
3. What conclusions can be drawn regarding the identification, measurement and evaluation of coaching
practice?

METHODS

Participants

Participants were 12 British and Irish athletics coaches (all male; mean age 43.2, sd =3.6; mean years coaching
11.2, sd= 3.8), recruited by personal contact. All had coached athletes to at least national level (participation of
at least one athlete in at least one national championships) in a horizontal jumps event. At the time of the
investigation, all were actively coaching. All participants were assured of confidentiality and provided informed
consent.
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Procedures

Participants were presented with film (8 jumps at various venues and of various distances) plus competitive
records and training data on a “US varsity level™ long jumper, age 20 and with a Personal Best (PB) of 8.05. In
fact, the stimulus was a conglomerate of several similar North American athletes, assembled in consultation
with two NCAA Division 1 athletics coaches to generate a consistent picture of a “good, up and coming
athlete”, based on the standards prevailing at that time.

All participants received the information pack at least five days in advance. They were then interviewed in a
single data collection session (lasting between 45 and 70 minutes) covering two stages. Under the first.
participants were asked to describe:

*  Their evaluations of the athlete’s strengths and weaknesses

¢  Their main aims for his immediate future development

*  Some exemplar activities which you would employ
Participants were also asked to present a rationale justifying their decisions.

In the second stage and in order to introduce the element of uncertainty, participants were told to imagine that
this diagnosis and treatment was not working and to reconsider what else they would do, using the same
structure as in the first scenario. At this stage, two participants observed that this “simply wouldn’t happen™ and
refused to complete the second scenario. Both were removed from the investigation.

Data analysis and member checking

Data were transcribed and analysed using inductive analysis (C6té, Salmela, Baria, & Russell, 1993) by a highly
qualified athletics coach and experienced coach educator who was familiar with the sport and the event.
Drawing on this inductive analysis a knowledge audit (this looks to capture key aspects of expertise) was
completed creating a cognitive demands table (a means of synthesising data) elements of Applied Cognitive
Task Analysis (Gore & McAndrew, 2009). Finally, the responses and decisions from the coaches initial
responses were deductively aligned against the approaches identified in table 1. Additionally, the resonses from
the second stage of the interview were also deductively aligned against the RAWF model.

RESULTS AND DISCUSSION

Against the purposes of the investigation, results are presented focused on the perceptions, intended actions and
reasoning reported within a cognitive demands table previously identified. Results from the ten participants who
completed the whole investigation are presented in Tables 2 and 3. In all cases, the primary reasons and actions
reported by a representive sample of 5 participants” coach are presented; that is, the one they and the analysing
coach felt was the most important rather than the one which they said first. Aligned with these responses. a
deductive view on the approaches to problem solving and decision making used by the coaches are presented in
the final column.

Reflecting the expected application of NDM style approaches in the first instance, participant responses in table
1 display a personally orientated substantive approach. Our deductive alignment of response to substantive as
opposed to formalistic is made on the basis of the intuitive application of heuristic problem solving procedures
to both diagnose and evaluate their course of action. For example, justifications for the diagnosis made and the
actions suggested are almost all exclusively grounded in “my experience tells me...” and “this looks like
when....” style explanations. Perceptions on strength and weaknesses, and planned actions, reflected the initial
snap diagnosis with an expected response being their evaluation. There was some similarity between the
coaches, resulting in some level of clustering, i.e. those who thought the issues for the athlete were technical
whereas others thought the issue was one of strength and conditioning. However, the results in table 2 are
probably more defined by their apparent inter-individual variability depending on their initial evaluation. In
short, we suggest that responses were personally and substantively orientated, based almost exclusively on the
coach’s immediate intuitive perceptions and application of athletic folk heuristics.

Interestingly, when pressured by the manipulations and placed in a position of uncertainty by suggesting that
their initial diagnoses/plans were not working or even incorrect, participants spontaneously assumed (i.e.
Assumption based reasoning from RAWFS referred to earlier) a “back to basics” approach (see table 3). This
approach was almost identical across coaches and reflected a greater reference to a more formalistic knowledge
that was, apparently, aligned with deterministic modelling identified as being required for an detailed view on
key components of the long jump and the role of focusing on the take-off (Graham-Smith & Lees, 2005).

2 Simply a space saving measure, all results can be made available
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Notably, the response to the uncertainty mantpulation resulted in all coaches talking about the need to reduce
uncertainty by acquiring more information, as coach 2 said. “I'll need to take a longer slower look at the key
parts of the event”. (Coach 2, table 3)

This more thoughtful analytic approach was also supplemented by a strong desire to get the opinions of other
coaches to support the diagnostic view; “Checking with other coaches also helps to check that you are on the
right track™ (Coach 3, table 3) “If in doubt watch some more, usefully with another coach and a camera™ (Coach

6, table 3)

Of further note was that only Coach 8 Stdyed with his original diagnosis, although accepting that what he had
done must be at fault tf no tmprovements had taken place. This is of note since this was the only coach who
seemed to engage a more formalistic needs analysis approach in his response to the first stage of the method.

Perceived athlete Deductively

Coach Rationale Aims and actions Rationale Aligned DM
profile A

pproach
1 “Very powerful, | “He’s like my athlete | “I'd like to work on his | “That was  what | NDM - Intuitive
good speed” XXXX. Similar flat | attack at the board ..get | worked for XXX. He | Diagnose
speed  figures, just | more of that power | really benefitted from | Draws on
Jjumping further” translated into distance.” that focus. This guy is | Substantive
very similar,” knowledge

2 “l Iike this guy’s | “In my  experience, | “Get him in the gym more. | “Once you've got the | NDM - Intuitive
consistency. He | getting the run-up right | He looks the part but I | consistent technique, | Diagnose
has a good rhythm | is the most important | would like to get his power | it’s all about how | Draws on
on the run-up. He | factor. So long as he’s | up so he can work his | much power you can | Substantive
doesn’t seem to | powerful enough, | technique to best | put down.” knowledge
foul much.” everything else  will | advantage.”

follow.”

3 “Needs even more | He reminds me of | “A hard winter workingon | “I've  always had | NDM - Intuitive
speed....pure and [ YYYY (coach's former | speed should do it | success with this [ Diagnose
simple” athlete). A strong boy | Whenever [ take on an | method. I expect it to | Draws on

but we just need to get | almost mature athlete, | work here as well.” Substantive
him faster on the | that’s always my first knowledge
runway.” action.”

4 “A focus on his | “My  expericnce in | “Use of video feedback as | “As I said before, it's | NDM - Intuitive
running biomechanics tells me | we  work  on his | the approach t use.” Diagnose
mechanics.  He | by eye that the approach | technique.” Draws on
needs to be | is this athlete’s Substantive
quicker and | weakness.” knowledge. Some
smoother on the evidence of
approach.” recourse to

formalistic
knowledge

5 “Greater core | “Conditioning is | “Hard work through the | “I've found that they | NDM - Intuitive
strength. He fooks | paramount for this | winter....miss the indoors | take a while to | Diagnose
like he folds a bit | event. [n my experience, | and push for a stronger | convert to my ways of | Draws on
on take-off so all [ you cannot neglect this.” | athlete into next summer’s | thinking. Going for an | Substantive
his speed isn’t events.” indoor season is just | knowledge.
converted.” too early.” Some evidence of

recourse to
formalistic
knowledpe

Table 2. Summary of the key cognitions of five of the ten participants relating to their response to the initial
stimulus asking for percetved view, atms and actions with associated rationale. The final column reflects the
deductive analysis to altgned judgement and DM approach.

Perceived athlete Deductively Aligned DM
Coach il Rationale Aims and actions Rationale Approach and Method of
Biotue Coping With Uncertainty
1 “If that hasn’t | “Most of the things | “So 1'd stifl be | “All the greats are | NDM  —  Assumption
worked then we | I've read suggest that | working on his attack | really strong at this | Diagnose
need to look at his | the event comes down | into the board but with | facet. If we can get | Recourse to Formalistic
contact with the | tothat....sowehaveto | more of an accuracy | it right with this | knowledge
board. Work on | focus on take-off.” focus. guy, it’s bound to | Dealing with Uncertainty:
basics around the have a positive | R& A
take-off.” impact.”
2 “My next step will | “All the coaches who | “A detailed breakdown | “This is like....like | NDM -  Assumption
be to check what | write about the event | of action at the | back to square one. I | Diagnose
is happening at | stress this. It's where | board....looking  for | need take a longer | Some evidence of plans for
take-off.” everything works [ consistent trends, both | slower look at the [ CDM reflection
from.....or doesn’t”. good and bad.” key parts of the | Recourse to Formalistic
event.” knowledge
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Perccived athlete Deductively Aligned DM
Coach rofile Rationale Aims and actions Rationale Approach and Method of
p Coping With Uncertainty

Dealing with Uncertainty:

R&A
3 “Well if making | “If you look at all the | “Let’s watch his last | “When your ideas | NDM — Intuitive Diagnose
him quicker isn’t | great athletes, they can | few strides, over and | don’t work, its back | Some evidence of plans for
transferring  into | hit the board | over, and look for | to basics. Checking | CDM reflection

performance, we | consistently.  That's | trends. What is his | with other coaches | Recourse to Formalistic
need to go back to | what all the books talk | placement, what can | also helps to check | knowledge

the take-off.” about.” we tweak.” that you are one the | Dealing with Uncertainty:
right track.” R&A
4 “I would want to | “If the initial analysis | “If we can get slow | “A second, more | NDM -  Assumption

recheck my data. | ts not working then we | motion at the board, | careful evaluation. | Diagnose
Have I got enough | need to check back, in | that would probably | Make sure we got all | Some evidence of plans for

in the first place? | slower time.” unlock the solution.” the relevant points.” | CDM reflection
Have 1 got the Recourse to Formalistic
nght angles and knowledge
soon.” Dealing with Uncertainty:
RAEW
5 “If it isn’t core | “Whenever us coaches | “I would want to get | “If my approach | Some suggestion of CDM
strength then it is | get  together, we | some external views | isn’t working, it is | NDM - Intuitive Diagnose
certainly always talk about what | on this...some filming | surely sensible to | Recourse to Formalistic
something at the | happening at take-off. | and analysis, some | get some others at | knowledge
board”. That seems to be a | other opinions.” the problem.” Dealing with Uncertainty:
consistent idea.” RLA&W

Table 3 Summary of the key cognitions of five of the ten participants relating to their response to the secondary
stimulus when uncertainty introduced but continuing to ask for perceived view, aims and actions with associated
rationale. The final column reflects the deductive analysis to aligned judgement and DM approach. An
additional deductive view is taken on which RAWF method is used in response to the introduction of
uncertainty.

Against the review and summary of the main results offered answers to the specific research questions asked
become available.

*  What approaches to DM do coaches take when presented with a contextualised real-world coaching

problem?

*  What knowledge source do they draw on?
Evidence presented here is that the coaches’ initial problem solving and decision making followed a naturalistic
recognition primed response. There was some evidence that the choice of approach was intuitive, i.e. there was
an immedtiate application of a heuristic to solve the issue that was directly attributed to ‘in my experience’.
However, this application was apparently to engage mental modelling that both diagnosed how the athlete had
arrived at their current status (i.e. second level RPD: dtagnose the situatton) and created a view on how what the
intervention should be. In short, there is an apparent confidence in the creating a course of action based on a
diagnosis that drew on an intuitive application of mental models. Such an approach would be in keeping with
work examining ‘expert’ performance where the conditions of a problem are recognisable and match with
known interventions and ways of working.

From a knowledge source perspective, the coaches scemed to have relied on substantive problem solving
heuristics to offer a view on what they were perceiving. As mentioned the views offered differed across the
coaches and probably reflected ‘pet’ opinions and vtews that immedtatcly came to mind. This would be
reflective of the application of the availability heuristic as defined by Kahneman (2011). This would point
directly to a lack of “professionalism’ (as previously defined) tn judgement and DM and is reflective of the
reality already noted by Yates and Tschirhart (2006) that people will select substantive knowledge ahead of
formalistic knowledge when possible.

*  How do coaches respond when placed in position of uncertainty?

*  What knowledge source do they draw on?
The manipulation of introducing uncertainty in this study produced results that were tn keeping with what might
be predicted from the theoretical ideas offered in table | and 2. There was an inittal assumption with what the
problem might be by all but one of the coaches. This led to a strong consensus that there was a need to examine
what was going on at the take off board. While only some coaches shared a view that “all the books and training
would tell you to go back to the take-off” (Coach 7) the fact that this was a common theme would suggest a
shared formalistic rule of how to go back to basics. Furthermore, there was an explicit tdentification that this
recourse would lead to attempts to gain further information to further understand the problem that was
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occurring. Both assumptions and reducing uncertainty by collecting additional information are predicted
strategies of RAWFS (Lipshitz & Strauss, 1997).

These approaches would still align with the RPD model. For example; there is an intuitive rule applied (stage 1),
there is an attempt to diagnose the problem (stage 2) and to evaluate a course of action (stage 3). This
explanation is consistent with Klein’s view that the type 2 deliberative thinking is being engaged . However, an
additional more analytical focus is suggested through more considered data collection methods, i.e. video use,
and the view that discussions should occur with other coaches. In short, under this level of uncertainty the
coaches wish to explore options available to them and willing to do so through checking ideas with others. This
level of analysis would seem to have more to do with the analytical, deep reflections identified by Yates and
Tschirhart (2006) and Schén (1991).

¢ Are there any conclusions that can be drawn regarding the definition, identification, measurement and
evaluation of coaching practice?

Despite the limitations of this study, the results display that, in the context offered, these coaches engaged in
judgement and decision making that matched all of ideas included in table 1. Against this evidence it would
seem fair to say that in order to identify coaching practice we have to go beyond what can be observed to
considering the process that led to what is observed (Collins, Burke, Martindale, & Cruickshank, 2014).
However, in so doing there must be an acknowledgement that at least some of this process may be tacit and
difficult to access. Furthermore, given the apparent centrality of judgement and DM to practice, this centrality
must then flow through to measurement and evaluation of practice. As such, evaluation must seek to check if
the quality of knowledge being used whether it is for full analytical DM or with RPD situations. This must also
reflect the contexts within which judgements and decisions are made and therefore the manner in which they are
made (Yates & Tschirhart, 2006).
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(Very) Rapid Decision Making: framing or filtering?
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ABSTRACT

This paper addresses two issues that arise from the challenge of studying the rapid decision
making that characterises the domains of Naturalistic Decision Making. First, we are interested in
how it is possible to make decisions in fractions of seconds. Second, we are interested in Aow such
rapid decision making can be modelled. As a corollary to the first issue, we are also interested in
exploring decision making which eschews the need to appeal to a concept of schema. Taking a
cybernetic approach to decision making, we describe a model in which expertise is defined by the
ability to filter salient features from the environment rather than in terms of the complexity of
schema that is applied.

KEYWORDS
Recognition-Primed Decision Making; Schema; Mental Models; Cybernetics.

INTRODUCTION

When expert decision makers respond to a situation, they rapidly determine the most appropriate course of
action. The speed of response is such that it seems unlikely that experts engage in the sort of reasoning process
which form the basis of traditional decision making techniques, and thus the theories of Naturalistic Decision
Making (NDM) have developed to explain how such decision making is possible. The core question is, how can
someone make rapid decisions? In this paper, we propose that there is conceptual weakness in some of the
dominant theories of NDM and that there is an alternative form of explanation which reflects the underlying
intent of these theories while overcoming this weakness. The aim is not to overturn the NDM theories because
these have proven themselves to be very useful in explaining behaviour, particularly in terms of the post-hoc
accounts provided by expert decision makers, but to suggest that the initial stages of decision making might
involve processes which have, to date, been under-represented in NDM theories. In short, the question is
whether very rapid decision making is a matter of cognition (framing of a situation in terms of the schemata that
experts develop and apply) or perception (filtering of the situation through rapid extraction of salient
information).

In many NDM models, features in the environment correspond to features in schemata held by the expert
decision maker which, in turn, correspond to action. This is a similar process to that assumed in the Norman
and Shallice’s (1986) Supervisory Attentional Control system, and can be seen in Cognitive Architectures such
as Anderson and Lebiere’s (1989) Atomic Components of Thought (ACT). The implication of such approaches
is that experts use a schema-driven control of action. In high tempo, high stress environments (such as incident
response or, indeed, many sports), the time available for a decision to be made can be defined by milliseconds
(even accounting for the ability of experts to anticipate environmental states). Information is extracted from the
environment and then compared to a store of schemata and then, on the basis of weighted matching, an action
selected, feels as if it might involve too much cognitive activity. We argue that this high level of cognitive
activity need not arise from the decision making itself but from the focus on schema (and the declarative
knowledge entailed in this approach). Consequently, the question is whether it is possible to define decision
making in terms of procedural knowledge? In other words, to focus less on the structure of schemata and more
on the manner in which perception is tuned to the environment.

Given the manner in which NDM case studies are often (but not always) constructed through post-hoc
interviews, it is not surprising that a schema-based approach could prove conceivable. Gathering these verbal
reports allows concept maps to be built and it is not too difficult to imagine that the concept maps, rather than
representing the information provided by the experts can actually represent the knowledge held by the experts.

3 Corresponding Author: c.baberi@bham.ac.uk; 0044 121 414 3965 ; School of Electronic, Electrical and
Systems Engineering, University of Birmingham, Birmingham. UK B15 2TT
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From this, it is an easy step to assume that, as the concept map is the expert’s knowledge space, dealing with an
incident involves activation and enactment of this concept map. Thus, we propose that many approaches to
NDM not only assume that the expert decision maker approaches the situation in terms of declarative
knowledge but also that decision making itself becomes a matter of negotiating the space of declarative
knowledge. This further lends itself to phenomenological approaches in which expert accounts not only define
the type of information that the expert is using but also define the type of decision making in which they
engage. In other words, there is an assumption that the account provided by the expert after the event somehow
becomes the contemporaneous account of doing decision making, rather than retrospective explanation of the
consequences of these decisions. A consequence of this approach (and we propose a potential weakness) is the
implication that decision making thus involves only declarative knowledge (either in terms of the repertoire of
patterns held by the expert or in terms of the schema-driven search for information).

DECISION MAKING AND DECLARATIVE KNOWLEDGE

In their study of Authorised Firearms Officers (AFOs) in the UK, Mitchell and Flin (2007) suggest that the
decisions to shoot or not shoot are ** ...likely to be influenced by the experience [and] also by their expectations
from prior information” (p. 377). In this study, AFOs, in a Firearms Training System, were asked to respond to
the appearance of targets when they had received a neutral (no threat) or threat briefing (indicating that the
target was armed and dangerous). The briefing did not appear to have an effect on either response time or
decision to shoot. Either this suggests that the decisions were not made on the basis of this prior information, or
the prior information was not presented in a manner which could influence decision making. The authors did
note that it was possible that the participants responded to cues in the scenario which influenced their decisions.
In a simpler task, Luini and Marucci (2013) asked participants to respond (using key presses) to images on a
screen. Comparing trained and untrained participants. they showed that response to an ‘armed target’ was
significantly faster than to an ‘unarmed target’ (i.c., images with and without a gun in their hand), and that
trained participants showed significantly higher correct response and significantly lower false alarms than
untrained participants. Taking these studies together, we propose that the shoot-no shoot decision depends on
the appropriate definition of features in the environment and we further claim that this need not involve
recruitment of schema. Indeed, it might be the case that Mitchell and Flin (2007) could have (through its use of
briefing to stimulate differences in performance) have implicitly assumed that the participants would be
responding using a more elaborate and detailed schema in the threat condition. For example, the ‘threat’
briefing of Mitchell and Flin (2007) could be represented in the form of a concept map (figure 1).
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Figure | : Concept Map of “Threat’ scenario from Mitchell and Flimn (2007)

From the notion of a schema-driven approach to NDM, it could be hypothesised that the AFO would have some
(or all) of the concept map shown in figure | as a *schema’, with different nodes in this schema being activated
as more information becomes available. Activation of different nodes would then (somehow) activate the
response options. The question is whether construction and traversal of schema can really be performed rapidly,
as a schema-driven approach implies, or whether other approaches are at play.
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Figure 2: Recognition-Primed Decision Making

As figure 2 illustrates, RPD combines situation assessment (in terms of the decision maker experiencing a
situation and determining whether or not it is ‘typical’) with mental simulation of responses to that situation, in
order to define a plausible course of action. In terms of typicality, Klein et al. (1986) suggest that experts have a
‘repertoire of patterns’ based on plausible cues, goals and reactions, and this repertoire is constructed on the
basis of prior experience of the expert. While figure 2 does not explicitly state #ow these repertoires might be
represented, it does suggest that they involve expectancies, plausible goals, cues, and typical action. One
question is whether the expert constructs this knowledge in response to the situation or whether the expert views
the situation in response to this knowledge? In other words, it is possible that the expert could (on the basis of a
repertoire of patterns) selectively view a situation and respond accordingly. Such an approach could
comfortably fit assumptions of bias but is seldom reported in the NDM literature. This suggests that expertise is
more likely to involve constructing the knowledge in response to the situation which, in turn, implies that a
characteristic of expertise is not simply possession of a repertoire of patterns but also a well-practised ability to
extract salient and relevant information from the situation. Thus, the concept of schema (Bartlett, 1932: Neisser,
1976), as a shorthand description of how people structure knowledge, has proved popular as a way of explaining
expertise (Plant and Stanton, 2013).

Lipshitz and Ben Shaul (1997) have questioned whether we as a community are doing justice to the term
‘schema’ in our use of it and propose that it needs to be distinguished from the term mental model. In their
study, they demonstrated that experts (in a simulated maritime combat task), in comparison with novices,
collected more information before making their decisions, engaged in more efficient search, ‘read’ the situation
more accurately, made fewer ‘bad’ decisions, and communicated more frequently with friendly units. They
interpreted these findings in terms of Neisser’s (1976) schema theory, specifically highlighting that schemata
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“direct external information search’, ‘specify which external information will be attended to and which will be
ignored’, and ‘become more differentiated as a function of experience’ in terms of search. They go on to note
that schemata ‘organise information in memory’ and ‘direct the retrieval of information from memory’, and
suggest that this explains why novices (in their study) tended to repeatedly request the same information.
Lipshitz and Ben Shaul (1997) distinguish schemata (which ‘drive the construction of specific situation
representations) from mental models (which are the product of this construction process), claiming that it is the
mental model which ultimately drives the decision process because it is the mental model which contains
situation-specific information structured in a way that allows coherent and consistent decisions to be made; if
the mental model is incomplete, erroneous or ambiguous then decision making will be less successful. In terms
of their distinction between schemata and mental models, Lipshitz and Ben Shaul (1997) seem to want their
cake and eat it; if mental models are specific representations of a situation then one would expect these to
involve organisation and retrieval of information from memory, which are also characteristics of schema. The
only logical step (we believe) that can be taken is to claim that there is a process by which information is
acquired and a separate process by which information is stored. Such a distinction is beneficial because it
provides a way of separating level 1 (which is primarily perceptual) from levels 2 and 3, which become
increasingly cognitive (in terms of involving more detailed and elaborate activity using mental models). The
question then arises as to where action selection occurs. For Lipshitz and Ben Shaul (1997) action selection is a
response to the mental model, which implies that action selection arises at level 3 (or possibly level 2).
However, might it be the case that there are, to use Gibson’s (1977) term, perception-action couplings, which
would support action selection at level 1? Our proposal in this paper is that, rather than viewing action selection
in level 1 in terms of schema, there is a simpler, more elegant description to account for the perceptual cycle
that lies at the heart of expert decision making.

DECISION MAKING AND PROCEDURAL KNOWLEDGE

The approach we adopt shifts focus from declarative to procedural knowledge. To enable such a shift we adopt a
cybernetic approach to human decision making, inspired by the work of Baron and Kleinman (1969). In their
work, they applied concepts from control theory to model the operator of a complex dynamical system, such as
an airline cockpit. In their model of cockpit instrument scanning, visual sampling is considered to occur in
parallel with action selection. Sampling depends on the control task being performed.

Chen et al. (2015) demonstrate how this approach can be used to model visual search in applied and laboratory
tasks. Specifically, an optimal control model embedded with the assumptions of human visual mechanisms
(e.g., visual acuity degradation away from fovea, saccadic duration, and fixation duration) offers explanations
for the observed human behaviours in these visual search tasks (e.g., the gaze distribution, the search time, the
saccadic selectivity across colour and shape). Decision-making, skills and rules are an emergent consequence of
rational adaptation to (1) the ecological structure of interaction, (2) cognitive, perceptual and motor limits (e.g.,
visual and/or motor constraints), and (3) the goal to maximize the reward signal. This requires a theory which
allows us to predict behaviour on the basis of utility, environment and information processing mechanisms. To
do this, the model uses a state representation and an optimal controller approach.

The optimal control approach predicts behaviour from a model of the temporal costs of eye and head
movements, a model of how visual acuity degrades with eccentricity from the fovea, a model of cue validity,
and the assumption that operators optimise speed/accuracy trade-offs. A given feature in the environment is
fixated and the result of this fixation (a percept) is encoded, in terms of specific attributes. The percept updates
a state vector, which is used to compare current with previous state. Thus, for example, assume that we are
facing a person who might be about to use a gun. Movement of the hand could constitute a change in state.
However, depending on our decision policy, movement of the hand might not be sufficient to determine whether
there is a threat or not. This means that we might require further information, such as what is the person
holding in that hand, before we make the decision.

Through feedback, and experience, the behaviour of the control policy comes to resemble recognition-primed
decisions. The model aims to predict the operators’ behaviours given theoretical assumptions about utility (e.g.,
a measure of the goal), psychological mechanisms (e.g., human eye-head coordination mechanism) and
environment (e.g., the interaction between the operator and the interface). To achieve this goal, a state
estimation and optimal control approach is used, as shown in Figure 3. In the task environment (bottom left), the
operator moves head and eyes to acquire information. The state estimator (the bottom right) encodes a percept
from the environment, which is then integrated with the previous state to generate a new state representation.
Subsequently, the optimal controller chooses an action on the basis of the available state estimate and the
current policy (which determines a state-action value function). State-action values are updated incrementally
(learned) as reward and cost feedback is received from the interaction.
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The control policy is a probabilistic mapping from states to action, depending on the constraints of the task and
environment. This notion of a context-dependent mapping between the expert and the state of the environment
feels analogous to Level 1 in figure 1. In this model, the control policy is a rule that allows the agent to select
an action in terms of an action-value function. The optimal policy can be constructed by selecting the action
with the highest value in each state. Using Q-learning, a form of model-free reinforcement machine learning, it
is possible to define control policy as a utility function which is adjusted and tuned to the feedback from action
to task performance (where task performance results in a ‘reward’, i.e., change in value between environment
and action). It is important to note that the state representation does not rely on a priori assumptions about the
details of specific features or their relations. In other words, the state representation makes no assumptions
about the content of declarative knowledge of the person, but is focused on selecting those features which best
fit the policy.

In terms of the State Representation, a state will consist of decision relevant cues. For the shooting task, the cues
could involve the nature of the object in the person’s hand, the posture of the person, line of sight etc. Each of
these cues would have a different indication of the threat level the person presents. The state is then represented
as all or some of these cues. To obtain information for these decision related cues, the model selects both eye
movements and head movements (actions). The different sources of information result in different time costs
and reliabilities of the information. During this process, the operators/model need to decide which cue to access,
and when to stop information searching and make a decision.

In terms of Action, the output of the decision process would be to either ‘shoot’ or ‘search for more
information’. The ‘search for information” would involve finding and checking an information source, which
costs time to acquire and the validity of information from each source varies. This task has been studied
extensively in cognitive psychology (Newell and Shanks, 2003). In terms of probabilistic inference the
observations which an operator makes are noisy, and sometimes using multiple sources, and the reliability of
these sources differ. In a probabilistic inference problem. the key questions concern how people integrate noisy
observations, and how people weigh different sources of information. These cues can vary in the reliability of
the information provided. The more cues examined, the more information gathered thus more likely to make a
correct decision. However, extra time cost and/or financial cost would be required. The probabilistic inference
task has been used in cognitive science in efforts to discover the decision-making heuristics used by people
(Gigerenzer & Goldstein, 1996; Brdder & Schiffer, 2006, Rieskamp & Hoffrage, 2008).
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Figure 31: An overview of the optimal control model

DISCUSSION

In this paper we have considered the ways in which RPD (and related NDM inodels of decision making) tend to
prioritise declarative knowledge (through schema and mental models) in their descriptions of rapid decision
making. While such approaches might bc appropriatc for level 2 and level 3 dccision making (in the RPD)
model, which place more emphasis on the cognitive aspects of selecting options, we propose that these
approaches hamper our ability to understand very rapid decision making which could be seen at level 1. To this
end, we consider ways in which perception could play a key role in decision making. The argument is that the
manner in which experts seek and select information becomes less a matter of managing declarative knowledge
and more a matter of procedural skill and tuning. From this point of view, the expert not only has a repertoire of
patterns of knowledge, experience and actions, but a set of skills which arz tuned to the selection of salient
information in an environment. The reasons why this distinction could be beneficial are three-fold. First, NDM
is being applied to situations in which an explicit definition of declarative knowledge can be problematic, e.g.,
in sports. In these situations, it could make more sense to ask what features of the environment are being
selected and utilised by the decision maker rather than what knowledge structure they are creating. Second,
training of expertise could be supplemented by drills and practice which emphasise information selection rather
than knowledge building. This is not meant to displace knowledge-based training, but to encourage thinking as
to how procedural knowledge (in terms of information selection and policy weighting) could be emphasised.
Third, the approach allows decision making to be modelled, which provides us with an opportunity to
hypothesise strategies that decision makers might use in specific settings, and (potentially) provides an
opportunity for rapprochment with ‘traditional’ (i.e., quantitative, optimal) approaches to decision making.
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ABSTRACT

Sense-making plays an important role in Intelligence Analysis, but can be difficult to study in
situ. Thus, it is common to use training exercises to study this phenomenon. In this paper, an
exercise was undertaken by Military Intelligence officers. The behaviour of groups of analysts is
considered in terms the Data / Frame model of Sense-making. The paper illustrates how
Intelligence Analysis need not follow a linear process but often involves parallel and overlapping
explorations of data, with multiple frames that are might be minimal and sketchy. The use of
representations, such as link diagrams, provides a means of externalizing frames and it is
suggested that this shifts reasoning from induction to abduction as the exercise progresses.

KEYWORDS
Sense-making, Intelligence Analysis; Representations.

INTRODUCTION

While it is unlikely that there is a single, definitive way of *doing’ Intelligence Analysis, there are generic
descriptions of how Intelligence Analysis could be performed. For instance, NATO (2008) describes the
Intelligence (or Analysis) Cycle in terms of four phases:

* Direction: define objectives for Intelligence Requirements and Requests for Information;
*  Collection: gather information by agents;

*  Processing: compile and interpret information to produce intelligence product;

* Dissemination: distribute appropriate parts of the intelligence to relevant parties.

Although this implies a flow from collection to dissemination, alternative descriptions emphasize the recursive
nature of the analysis process. For example, Elm et al. (2005) define this process in terms of *down-collect’
(sample from the available data for material deemed to be “on analysis’), ‘conflict and corroboration’ (ensure
accurate and robust interpretation of findings, and modify the ‘down-collect’ accordingly), and ‘hypothesis
exploration’ (construct coherent narrative to explain the findings, and reflect this narrative back to the ‘conflict
and corroboration’ activity). This recursion means that Intelligence Analysis is not linear (Heuer, 1999; Heuer
and Pherson, 2010; Roth et al., 2010; Kang and Stasko, 2011). Such recursion is neatly captured by the Data /
Frame model of sense-making model (Klein et al., 2006a, b).

Data / Frame Model of Sense-making

Central to sense-making in the Data/ Frame model is the relationship between the data to which the analyst has
access and the different “frames” that can be used to interpret, make sense of, or explain, these data. Klein,
Moon and Hoffman (2006a) point out that, “When people try to make sense of events, they begin with some
perspective, viewpoint, or framework — however minimal. For now, let’s use a metaphor and call this a
frame.” (p. 88, emphasis added).

Most crucial of all to the Data / Frame model is the suggestion that the relationship between data and frame is
both reciprocal and parallel. In other words, a frame could be applied to a set of the data, or a set of the data
could suggest a frame. This reciprocity points to the continuous interweaving of activities of exploring data and
generating i<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>